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FOREWORD

The Assistant Secretary of the Navy for Research, Development and Acquisition (ASN (RDA)) assigned responsibility for coordinating the introduction of Open Architecture (OA) to the Program Executive Office for Integrated Warfare Systems (PEO IWS).  OA is a multi-faceted strategy providing a framework for developing Joint interoperable systems that adapt and exploit open system design principals and architectures.  Briefly, open systems involve the use of widely accepted and available specifications, standards, products, and design practices to produce systems that are interoperable, easy to modify and extensible.

The strategy calls for the development of an OA Functional Architecture (FA) (OAFA, the subject of this document), a Technical Architecture defining the Standards and Guidance for the OA Computing Environment (OACE), and an approach for the acquisition and management of reusable software components and the infrastructure to support reuse.  The strategy also calls for taking advantage of standards-based computing technologies from the commercial off-the shelf (COTS) market place.
The initial implementation of OA will address a family of hardware and software standards, an extensible architecture, and a set of common functions that can be implemented across a broad range of Navy surface platforms and warfare system mission areas.  The extensible nature of the architecture will permit the implementation to Naval Air, Land, and Undersea platforms.  This initial implementation reflects a shift in focus from a platform-centered warfare system development approach to a more integrated, Battle Force (BF)-centered approach.

The development of OA is being coordinated with other initiatives and requirements ensuring compliance with top-level architectures and standards, such as the Global Information Grid (GIG), FORCEnet, and the Single Integrated Air Picture (SIAP).
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1.0 INTRODUCTION

The promulgation over time of diverse system architectures across the Surface Navy has resulted in a significant burden to the Navy.  The development, fielding, and maintenance of similar capabilities across the surface Navy systems (including support infrastructures) have resulted in a significant amount of replicated costs.  In 2002 alone the maintenance costs of surface Navy software-intensive systems exceeded $2.0 B.  This is a problem that is not unique to the U.S. Navy.

With shrinking budgets, the Navy cannot continue to operate in this manner.  Interoperability of battle force (BF) capabilities has also suffered from the introduction of systems with disparate architectures.  Therefore, a transformational shift in system architecture design and acquisition methods is needed to stem these problems.  Department of Defense (DoD) and commercial systems have successfully addressed this problem through an open systems product line approach, and the Navy’s Open Architecture (OA) effort seeks to do the same.

The Assistant Secretary of the Navy for Research, Development and Acquisition [ASN(RDA)] assigned responsibility for coordinating the introduction of OA to the Program Executive Office for Integrated Warfare Systems (PEO IWS).  OA is a multi-faceted strategy providing a framework for developing Joint interoperable warfare systems
 that adapt and exploit open system design principals and architectures.  Briefly, open systems involve the use of widely accepted and available specifications, standards, products, and design practices to produce systems that are interoperable, easy to modify, and extensible.

Through this initiative, the Department of Navy (DON) will take steps to increase commonality, thereby increasing interoperability, reducing development and life-cycle costs, and introducing an open architecture whereby new capabilities can be introduced quickly and more affordably across multiple platforms.

1.1 OA Definition

The strategy calls for the development of an OA Functional Architecture (FA) (OAFA, the subject of this document) defining common/standard components and interfaces, a Technical Architecture defining the Standards and Guidance for the OA Computing Environment (OACE), and an approach for the acquisition and management of reusable software components and the infrastructure to support reuse.  The strategy also calls for taking advantage of standards-based computing technologies from the commercial off-the shelf (COTS) market place.

The initial implementation of OA will address a family of hardware and software standards, an extensible architecture, and a set of common functions that can be implemented across a broad range of Navy surface platforms and warfare system mission areas.  The extensible nature of the architecture will permit the implementation to Naval Air, Land, and Undersea platforms.  Functional areas such as Combat Direction, Weapon Control, and Command and Control (C2), with extension to Hull, Mechanical, and Electrical (HM&E) and other platform applications areas, are within the total platform scope of OA.  This initial implementation reflects a shift in focus from a platform-centered warfare system development approach to a more integrated, joint BF-centered approach.

Key to the success of OA and the achievement of an affordable process for developing and fielding OA-compliant systems is a strategy for managing reusable assets.  Assets include standards, architecture requirements, design, code, certification procedures, configuration management processes, etc.  Reuse reduces repetitive development of like functionality, enhances rapid introduction of capabilities, and exploits the inherent interoperability of shared components.

1.2 Scope of Document and OA

This document focuses on the description of an initial logical partitioning of OA Navy warfare system functionality.  While this initial iteration of OA focuses on Navy warfare systems, it is planned for OA to be extensible to the total ship and all Naval (Navy and Marine Corps) platforms.  Figure 1‑1 depicts the extensible nature of the OA concept.
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Figure 1‑1. Extensibility of OA to All Naval Platforms
1.3 Purpose of Document
The OAFA Definition Document (Version 2.0) describes the initial functional partitioning for the Surface Navy implementation of OA.  This is accomplished through identification of domain boundaries, initial Level-0 partitions, resultant information exchanges, and an overall system Information Model (IM).

This information will provide the requisite insight into OA, enabling further elaboration of requirements, design, development methodologies, and management methods as the initiative matures.
1.4 Architecture Compliance

Relevant PEO IWS acquisition programs will be directed to align with the OAFA.  Per PEO IWS direction, all new construction ship classes [i.e., DD(X), Littoral Combat Ship (LCS) Flight I, etc.] will comply with the OA technical and functional architecture in total, and aggressively pursue reuse and/or development of software to achieve reuse.  In-service ship classes are directed to comply with this architecture as specific upgrades are achieved (i.e., Aegis weapons control and display upgrades).

The major architectural portion of this document for which OA will seek compliance is the functional partitioning across the Level-0 partitions presented in section 2.0.  These define major subsystems of functionality and resultant information exchanges.

The lower-level elaboration of the architecture presented in section 3 is intended to promote a further understanding of the allocation among the Level-0 packages and does not represent a final solution at this level.  This portion of the architecture will evolve as requirements and architecture analysis continue within OA and across the related programs.  As these mature, OA architectural compliance will be enforced at these lower levels to ensure reusability of components.  This lower-level architecture does, however, represent a configuration management point for the PEO (IWS) OAFA from which refinements can be proposed.

1.5 Multi-Platform Systems Engineering 

The MPSE team represents technical and systems architecture expertise from the PEO (IWS) ship class integrators as well as submarine community representation.  Both industry and program office personnel representatives constitute the MPSE team.  The purpose of this team is to perform the systems engineering necessary to develop an extensible architecture that can support all program requirements, achieve reuse of common components, and manage the use of platform-specific components.  This includes the development of an initial functional architecture based on subject matter expertise from core warfare system programs, requirements analysis to ensure completeness of the architecture, and the development of system level use cases based on functional partitions of the OAFA to verify that the architecture will hold together. 

The architecture expressed in this document was developed collaboratively between the Government OA team and the PEO (IWS) Multi-Platform Systems Engineering (MPSE) team.  This provides an architecture formed with the consensus of all stakeholders without compromising the performance of a specific platform architecture.

OA requirements analysis represents the mapping of operational and system requirements from applicable programs to the functional architecture.  The functional architecture will be evaluated to verify that all requirements can be satisfied.  System level Use Cases represent capabilities to be performed by systems on a single platform.  These use cases will be further verified using system-specific requirements documents (e.g., capstone requirements documents, operational requirements documents, system specifications, system use cases as available, etc.).

1.6 Architecture Definitions

The Department of Defense (DoD) Joint Technical Architecture (JTA) and DoD Architecture Framework (DODAF) documents define the term “architecture” as a structure of components, their relationships, and the principles and guidelines governing their design and evolution over time.  The DODAF has implemented this architectural concept by defining an interrelated set of views, i.e., operational, system, and technical views as shown in Figure 1‑2.
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Figure 1‑2. Relationship of Architectural Views

Because the views provide different perspectives on the same architecture, it is expected that, in most cases, the most useful architecture description will be an “integrated” one, i.e., one that consists of multiple views.  This document focuses on the functional architecture, and as such describes the system and operational views and their relationship to the technical architecture.  Section 2.0 addresses the system view through discussion of the OAFA partitions and their interactions.  Section 3.0 addresses the operational view through the use case descriptions.  The technical view is addressed in the Open Architecture Computing Environment Design Guidance (Version 1.0) (see below and Bibliography and References).

1.6.1 OA Technical Architecture

The OA Technical Architecture (1) includes the OACE characterization which is based on open and publicly available specifications and standards, and (2) addresses middleware, operating systems, and computing equipment.  The OA Technical Architecture and OACE are illustrated in Figure 1‑3.  The OACE is a layered, standards-based computing environment applicable with variations to all warfighting systems.

For the OA Technical Architecture, two supporting documents relevant to computing for OA have been developed.  The first document, Open Architecture Computing Environment Design Guidance (Version 1.0), provides interim guidance concerning design aspects of the standards-based computing environment that is to be used in OA warfare systems.  A companion document, Open Architecture Computing Environment Technologies and Standards, (Version 1.0), provides an enumeration of the standards and product selection criteria that apply to the computing environment technology base.  Taken together, these documents describe the technical characteristics of and requirements for computing systems in support of OA-based warfare systems.  This unified set of computing resources is called the OACE.
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Figure 1‑3. OA Technical Architecture and OACE (TV-1)

1.6.2 OA Functional Architecture

The OAFA (1) is the functional characterization of OA Navy warfighting systems, including performance requirements and information exchange standards; and (2) defines candidate common services (e.g., Time and Navigation) and warfighting capabilities (e.g., Track Management, Identification, Training, etc).  In this initial iteration of OA, the OAFA consists primarily of the identification of Navy combat system functionality and their initial logical partitioning.  This document describes the domain boundaries and identifies the Level-0 and Level-1 functions for the initial iteration of OA.  The OAFA provides the functional partitions and the information exchange between those partitions.

1.6.3 OACE/OAFA Relationship

The development of OA requires an understanding of the relationship between the OACE and OAFA.  As illustrated in Figure 1‑4, and shown previously in Figure 1‑3, the OACE consists of standards-based middleware and operating systems, mainstream commercial-off-the-shelf (COTS) processors and technologies, and guidance for commonality.  The OAFA is being defined (1) to identify Navy warfighting functionality across platforms and systems that may include commonality of function, processing, design, interface, and/or data/information exchange; and (2) to further identify those systems, functions, or interfaces that are unique to particular Navy platforms.  The OACE must be capable of executing the performance requirements for the warfighting capabilities in the proposed OAFA.
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Figure 1‑4. Navy OA Initial Implementation

1.7 Other Architecture and Program Relationships

The development of OA is being coordinated with other initiatives and requirements ensuring compliance with top-level architectures and standards, such FORCEnet and the Single Integrated Air Picture (SIAP).

FORCEnet is an information infrastructure and network architecture supporting the Navy’s implementation of Global Information Grid (GIG) requirements.  The GIG provides an information infrastructure to support Joint interoperability of netted Intelligence, Surveillance, and Reconnaissance (ISR); C2; and weapons capabilities.  As stated by the Chief of Naval Operations (CNO), FORCEnet is the “glue” that binds together Sea Strike (projecting precise and persistent offensive power), Sea Shield (projecting global defensive assurance), and Sea Basing (projecting sustainable joint operational independence).

A fundamental FORCEnet objective is the development of a Naval networking infrastructure and integrated applications suite with full interoperability among the service components, joint task force elements, and allied/coalition partners.  A fundamental FORCEnet concept is an open architecture approach that mandates the separation of the information infrastructure from sensor, navigation, and weapon systems, as well as capabilities (e.g., C2, track correlation, target/weapon assignment).  To this end, FORCEnet is developing a Network Information Infrastructure (NII) that will allow for the integration of current and planned systems and applications onto a common information infrastructure.

The goal of FORCEnet is to “… provide the warfighter with the right information at the right time in the right form and have it be assured and secure …”.
  The goal of OA is to define a standards-based system architecture that maximizes commonality across the battle group and addresses the interoperability problems that currently exist.  Interoperability enhancements will be realized by better algorithm performance and common implementation of these algorithms across the BF.  OA provides the enabling computing environment and functional capabilities whose information is exchanged on the FORCEnet information infrastructure.

SIAP is a Joint initiative to address and resolve interoperability problems in the implementation of the Joint Data Network (JDN).  The SIAP architecture and integration into OA has been directed in a Memorandum of Agreement (MOA) between PEO IWS and the SIAP System Engineering Task Force.  SIAP-integrated OA-compliant applications will be netted across the FORCEnet and GIG information infrastructure to provide Joint interoperable SIAP capabilities.

1.8 Document Overview

The OA Functional Architecture Definition Document is divided into three primary sections as illustrated in Figure 1‑5:

Section 1.0 defines OA, describes the purpose and scope of the definition document; defines the OA architectures, including the OATA and OAFA; describes the relationship between the OATA, OAFA, and OACE; and defines the relationship between OAFA and other architectures and programs, including FORCEnet and SIAP.

Section 2.0 defines and discusses the OAFA, Level-0 and Level-1 functionality, Level-0 data/information exchanges, and the results of the effort to develop the OA IM. 
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Figure 1‑5. OA Definition Document Section Flow

Section 3.0 addresses the initial generation of the top-level OA requirements and use cases, which consists of an operational analysis, the gathering and analysis of operational and performance requirements, and the development of force-level and platform-level use cases.

Sections 4.0, 5.0, and 6.0 contain a List of Acronyms, Glossary of Terms, and Bibliography and References, respectively.

Appendix A discusses the OA Navy Operational Analysis.

2.0 OAFA FUNCTIONAL PARTITIONING AND INFORMATION MODEL

The precepts guiding the partitioning of the OAFA are as follows:

(1) The functional architecture must improve the warfighting performance of the unit/force and allow for continued warfighting improvements.

(2) The functional architecture and partitioning must provide clarity of function, i.e., existing functional overlaps and conflicts need to be eliminated.

(3) The functional architecture and partitioning must promote loose coupling of dependent components allowing for technology insertion and software reuse.  This requires partitioning functions that remain the same regardless of the mission (e.g., physics-based correlation) from functionality that is dependent on a particular mission, threat condition, or Rules of Engagement (ROE) (e.g., inferring the identification of tracks).

2.1 Information Model (IM) Overview

The IM provides a data/information-driven definition of the OAFA.  The IM is a collection of classes that describe system components that are characterized by data/information attributes, operations they perform (behavior), and their relationship to other system components.  These system components represent the Level-1 system architecture. 

Using the guiding precepts above, the Level-1 system architecture has been separated into the Level-0 functional partitions represented in Figure 2‑1.  Each of the Level-0 architecture partitions represent a work package that can be modularized, acquired, and managed efficiently.  The goal of this partitioning is to provide the greatest amount of reuse of Naval warfare system components across multiple platforms.  The remainder of this section describes each of the Level-0 partitions in terms of its constituent components and a summary of the Level-0 data exchange definitions.  The legend associated with the partitioned class diagrams presented in this section (beginning with Figure 2‑2) is shown in Table 2‑1.

Table 2‑1.  Legend for Partitioned Class Diagrams

	Name
	Description
	Image

	Package
	A package is a grouping of model elements and is represented by a symbol that looks like a manila file folder.
	
[image: image5.wmf]Package1



	Class
	A class specification allows you to add or modify the properties and relationships of a class.  Some of the information in the specification can also be displayed on the class icon on the class diagram or in the browser.  The properties are described by attributes, operations and inheritance.
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	Generalization
	Generalization is a relationship between a specific element and a general element, such that the specific element is fully consistent with the general element and includes additional information.  To indicate a generalization, use a solid line with a hollow arrow at the end pointing toward the more general element. You can add a discriminator text label to a generalization path.
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	Association
	An association relationship between exactly two classes. You can add name and stereotype properties to a binary association. The point where a binary association connects to a class is called an association end or role. Properties related to a specific role, such as end name, multiplicity, aggregation, and navigability are attached to an association end
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	Aggregation
	Aggregation settings are specified for association role ends to represent a part/whole relationship where the whole can be related to a single part, to a certain number of parts, or to many parts.
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	Dependency
	A dependency is a dashed arrow, and the element at the tail of the arrow depends on the element at the arrowhead. A dependency relates the model elements themselves and doesn't require instances for its meaning.
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The IM is available on the OA Integrated Development Environment (IDE) (https://viewnet.nswc.navy.mil).  The IM also provides additional views of the component architecture that provide further insight in the OAFA by narrowing the view to specific capabilities and/or domain-specific component interactions.
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Figure 2‑1. Initial OAFA Level-0 Partitions and Level-1 Classes

2.2 OAFA Level-0 Partition and Level-1 Class Descriptions

There are 9 Level-0 partitions shown in Figure 2‑1.  Contained within each Level-0 partition are a number of Level-1 classes.  The partitions/classes in “blue” are potential common components in the OA architecture; the partitions/classes in “orange” are potential platform-unique components.  The 9 Level-0 partitions are:

· 1.0, Search/Detect (S/D)

· 2.0, Data/Information Services (DIS)

· 3.0, Planning, Assessment, and Decision (PAD)

· 4.0, Weapon/Asset Services (W/AS)

· 5.0, Mission Execution (ME)

· 6.0, External Communications (EXCOMM)

· 7.0, Common Services (CS)

· 8.0, Training (TR)

· 9.0, Force Planning/Coordination (FP/C)

2.2.1 Partition: Search and Detect (1.0, S/D)

The search/detect partition is shown in Figure 2‑2 and contains two primary classes – sensor assets and sensor reports.  These classes are described in the following sections.  The search/detect partition includes the systematic surveillance by sensors of a defined area, and the observation (detection
) of an object or entity
 of possible interest.  These sensors include radars, Electronic Warfare Support (ES) sensors, intelligence gathering sensors, electro-optical (EO) or infrared (IR) sources, acoustic sources, Identification Friend-or-Foe (IFF), etc. 

2.2.1.1 Class: Sensor Asset

A Sensor Asset is one or more of the following sensors: Intelligence (INTEL) [Imagery, Electronic Intelligence (ELINT), Communications Intelligence (COMINT), and National Sources], Acoustic, IR/EO, Radar/IFF, and ES.  The sensor asset includes the sensor asset scheduler.

2.2.1.2 Class: Sensor Report

A sensor report is a report from a single source that has not yet been subjected to a correlation or association process.  There are three types of sensor reports identified in the IM:

(1) Intelligence (INTEL) Report: A data report from an intelligence source or sensor.

(2) Sensor Track Report: A track report from a single sensor or similar source integration sensor suite.  It has not been correlated within the system to other local or remote sensor tracks.

(3) Measurement Report: A report from a single source that has not yet been subjected to a correlation or association process.  The measurement report can be associated or unassociated.  An Unassociated Measurement Report (UMR) is a Measurement Report from a single sensor that has not been successfully associated with an existing composite or single-sensor track and which may be the initial detection of a new entity.  An Associated Measurement Report (AMR) is a Measurement Report from a single sensor that has been successfully associated with an existing composite track.
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Figure 2‑2.  Search/Detect (S/D) Partition

2.2.2 Partition: Data/Information Services (DIS, 2.0)

Data/Information Services (DIS) is shown in Figure 2‑3 and is the repository for all track data and non-kinematic information, and is responsible for sensor coordination.  DIS contains the following classes: System Track, Supporting Source Track, Attribute Data, Track Kinematics, Classification, Track Repository, Sensor Action, Sensor Schedule, Sensor Event, Enemy Threat Assessment, and Intel-Generated Cue.

2.2.2.1 Class: System Track

A System Track is a platform-specific representation of an individual entity, identified by a unique system track number, containing one or more track state vectors and uncertainties, as well as associated attributes, attribute uncertainties, and data valid time.

2.2.2.2 Class: Supporting Source Track

A Supporting Source Track can be a composite/collaborative track, a multi-sensor correlated track, a manual track, or an INTEL-generated track that is the basis for declaring the existence of a system track.  When multiple sources are reporting the existence of an entity and the data from those sources correlate, the data from each supporting source is linked to the supported System Track.

(1) Composite/collaborative track: A representation of an entity that is formed by combining individual instances of measurement data or a collection of measurements from one or more sensors into a single composite/collaborative track state vector and combined attribute information.

(2) Multi-sensor correlated track: A representation of an entity that is formed by correlating track reports using various methods based upon time latency of the given tracks.  These multiple tracks are correlated to form one representation of the track.

(3) Manual track: A track that is entered and updated by an operator.  It may represent an object not seen by current sensors or provide a different representation of an entity than is currently being depicted by the sensors.  In addition to system track correlation, the operator has the ability to associate or correlate this track with other tracks.

(4) Non Real Time (NRT) INTEL track: Track based on INTEL data that is of sufficient quality for correlation/association to a System Track.
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Figure 2‑3.  Data Information Services (DIS) Partition

2.2.2.3 Class: Attribute Data

Attribute Data is any non-kinematic data provided by a sensor for a track.  Examples include IFF mode codes, INTEL data (e.g., imagery), EW data (e.g., parametric data), non-cooperative target recognition (NCTR) data, training tracks, etc.

2.2.2.4 Class: Track Kinematics

A track state vector that represents the best understanding of the entity’s position and movement at a defined point in time with the objective of predicting the entity’s future position if it maintains a consistent direction of movement.

2.2.2.5 Class: Classification

The class Classification is the collection of sensor attribute information about a particular system track and the process involved in determining the following:

· Category (air, surface, subsurface, land, space)

· Platform (fighter, destroyer, aircraft carrier, tank, etc.)

· Type (F-14, Combatant, Amphibious ship, submarine, etc.)

· Class (F-14D, Arleigh Burke (DDG), Wasp (LHD), etc.)

· Unit (VF-101, Ramage (DDG 61), Boxer (LHD-4), etc.)

· Nationality (U.S., Russia, France, Iraq, etc.)

· Activity (Normal Transiting, loitering, engagement mode, etc.) 

· Emergency Status (Distress or normal)

2.2.2.6 Class: Track Repository

Track repository is the total of all system tracks (i.e., track file or database).  Track repository includes track history.

2.2.2.7 Class: Sensor Action

This class determines which sensor assets are to be used to execute surveillance tasking.

2.2.2.8 Sensor Schedule

This class represents the integrated schedule of sensor events.  This class is responsible for scheduling based on sensor-specific tasking, surveillance sensor performance characteristics, sensor status, and sensor availability, and resolving conflicts based on mission priorities. 
2.2.2.9 Sensor Event

This class represents sensor-specific tasking necessary to execute a sensor action.

2.2.2.10 Geo-Political Situation

Geo-Political Situation and is based upon INTEL data that provides Planning inputs.  This assessment provides enemy force strength, size, movements, Order of Battle, and other related enemy information.  This information is used to assist in the development of force posture and potential threat response.  Examples include political history, routine actions & patterns of behavior, likely courses of action, and anticipated events.

2.2.2.11 Indications and Warnings (I&W)

I&W is cueing information based upon received INTEL sensor data.  It is used to establish readiness posture, threat warning levels, tracking alerts, search parameters, and force response.

2.2.2.12 Non-Real-Time (NRT) INTEL Track

Non-Real-Time INTEL Tracks are tracks based on INTEL data that is of sufficient quality for correlation/association to a System Track.  They are not timely enough to support direct engagement, but useful in building the geopolitical situation, situational awareness, and to support the various planning activities.

2.2.3 Partition: Planning, Assessment, and Decision (PAD, 3.0) 

Planning, Assessment, and Decision (3.0) is shown in Figure 2‑4.  PAD will direct and coordinate execution of the following warfare areas
: Anti-Air Warfare (AAW), Strike Warfare (STW), Anti-Surface Warfare (ASUW), Anti-Submarine Warfare (ASW), Amphibious Warfare (AMW), Mine Warfare (MW), Naval Special Warfare (NSW), and Command and Control Warfare (C2W).

PAD provides situation awareness (SA) and C2 functionality for the combat system.  SA is the act of understanding the totality of the tactical situation, including the threat; the readiness of the OA unit and its assets
, as well as the readiness and availability of all other assets within the BF; and a clear understanding of the assigned mission(s) and the resulting operational objectives.  C2 is about decision-making, the exercise of direction by a properly designated commander over assigned and attached forces in the accomplishment of a mission, and is supported by information technology.  A large part of C2 is making decisions based on inferences, i.e., arriving at a conclusion by reasoning from evidence.  In a tactical situation this means evaluating the data and information available and making a decision.

To depict this in the information model, the PAD partition is comprised of the following major classes:  Assigned Missions, Action Plan, Condition, Capability, Mission Assessment, C2 Order, Threat Assessment, C2 Schedule, Identification, C2, Event, Plan, and Tactical Picture.
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Figure 2‑4.  Planning, Assessment, and Decision (PAD) Partition

2.2.3.1 Class:  Assigned Missions

The Assigned Missions class represents an aggregate set of missions assigned for execution.  Included within this class are the mission objectives, which are a set of discrete objectives associated with assigned missions.  These objectives are used to establish criteria for mission assessment.

2.2.3.2 Class: Action Plan

This class represents the evaluation of the tactical situation to determine if any actions need to be taken.  An action plan is developed based on the plan and tactics, techniques and procedures.  It uses doctrine, rules of engagement, tactical constraints, and standard operating procedures in this evaluation.  The action plans include the communications plan, RV plan, engineering plan, weapon plan, Position and Intended Movement, etc.  

2.2.3.3 Class:  Condition

This class represents a constraint on an action plan.  

2.2.3.4 Class:  Capability

Capability represents the platform’s capacity to perform a mission.  It represents the repository of assets that provide the capability, along with their availability and readiness.  It is used to determine the assets to be scheduled for task execution.  An asset may support many different capabilities and a capability may require one or more assets.  This construct provides an extensible mechanism for expanding combat capability within the OAFA.    
2.2.3.5 Class:  Mission Assessment

This class represents the monitoring and evaluation of the execution phase of all operational actions.  It ensures that mission objectives have been satisfied, and that action plans have been successfully executed.  The evaluation of performance is based on the mission objectives defined in the Assigned Missions class.  Mission Assessment provides the capability to monitor and evaluate systems and team performance in tactical, training, and mixed modes of operation.
2.2.3.6 Class:  Threat Assessment (TA)

Threat Assessment (TA) provides the capability to evaluate and determine the priority of all threats for a given situation.  TA utilizes position and kinematics information; other attributes (including current assignment, country of origin, and confidence estimate of identity and classification); selected overt behaviors exhibited by the track; known threat characteristics and capabilities; track history; and current intelligence data to evaluate and prioritize the threat relative to an area, force, and own ship.  This assessment is used by the action plan to order an action.  An attribute associated with this class is Identity, which is defined as Unknown, Pending, Assumed Friend, Friend, Neutral, Suspect, or Hostile.  

2.2.3.7 Class: Plan

This class represents unit-level mission planning and coordination based on force-level planning.  It provides the capability to generate, receive, assign, manage, and implement own-ship and force mission assignments.  Plan includes applications to produce multiple candidate plans, evaluate their effectiveness, incorporate revisions, and perform rapid replanning as necessary.  Plan will interface with intelligence and planning database sources to collaborate in developing joint, battle force, and unit plans.  Plan interprets the ROE, INTEL, threat assessment, mission objectives, etc, in order to provide a coordinated unit-level plan to achieve mission success.  Plan provides executable doctrine sets and forms the basis for action plans in order to accomplish assigned missions.  

2.2.3.8 Class:  C2 Order, Schedule, and Event

This class includes C2-specific orders, schedules and events.  This set of classes will also be responsible for resolving asset-tasking conflicts generated by DIS- and WAS-specific schedulers.  

2.2.3.9 Class:  Tactical Picture

This class represents the aggregation of all tactical information needed for situation awareness.  This includes tactical information such as system tracks, identification, execution status, geodesy, intelligence, environmental, and navigation data.

2.2.4 Partition: Weapon/Asset Services (W/AS, 4.0)

Weapon/Asset Services (W/AS) is shown in Figure 2‑5.  W/AS is the controlling function for all shipboard and shipboard-controlled assets within Mission Execution, and the coordination function for other BF W/AS-enabled assets.  W/AS in general develops and schedules all actions to be taken.  W/AS directs weapons assets, remote vehicle assets, and ship’s HM&E assets.  W/AS is comprised of the following classes: Action (Weapon, RV, Navigation and Engineering), Schedule (Weapon, RV, and Engineering), and Events (Weapon, RV, Navigation and Engineering).  
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Figure 2‑5.  Weapon/Asset Services (W/AS) Partition

2.2.4.1 Class: Action  (Weapon, RV, Navigation and Engineering)

This class represents the order to schedule an asset to perform a specific activity.  The actions represented in this class include weapon actions, navigation actions, remote vehicle asset actions, and engineering actions.  These actions are based on the action plan and the capability required to implement the action plan.  

2.2.4.2 Class: Schedule (Weapon, RV, and Engineering)

This class represents a time-phased list of events based on priority, asset performance characteristics, and asset availability.  The schedules represented in this class include weapon schedule, engineering schedule, and remote vehicle schedule.  This class also resolves conflicts based on mission priorities.

2.2.4.3 Class: Event (Weapon, RV, Navigation and Engineering)

This class represents tasking to an asset to perform a specific activity at a specific time.  The events associated with this class include weapon event, engineering event, navigation event, and remote vehicle event.
2.2.5 Mission Execution (ME, 5.0)

The Mission Execution (ME) Partition is shown in Figure 2‑6.  ME is comprised of the specific ship and RV execution assets, including weapons, RV assets, and other ship assets.  The Weapon assets include missiles (air/surface/land), guns, torpedoes, decoys/electronic attack, etc.  The RV assets include controlled aircraft, boats, and unmanned vehicles.  The Ship assets include engineering, damage control, integrated bridge, etc.

2.2.5.1 Class: Weapon System (Asset)

A Weapon Asset is one or more of the following weapons: Missile Systems, Gun Systems, Electronic Attack Systems, and Torpedo Systems.  The weapon assets include the weapon and the launcher.  The attributes associated with the weapon assets include but are not limited to status, availability, capacity, and performance prediction.  

2.2.5.2 Class: Remote Vehicle (Asset)

An RV asset is one or more of the following remote vehicles: Controlled Aircraft, Controlled Boat, or an Unmanned Vehicle.  An unmanned vehicle can be an air, surface, ground or underwater vehicle that is remote controlled.   It will have one or more sensors and may also have one or more weapon systems that can be remotely designated.  Sensor orders to remote vehicles will originate from DIS.  The attributes associated with the off-board assets include but are not limited to status, availability, capacity, and performance prediction.  
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Figure 2‑6.  Mission Execution (ME) Partition

2.2.5.3 Class: Engineering Control System (Asset)

The engineering control class controls the ship HM&E systems in response to actions from Integrated Bridge, damage control, climate control, etc.  The engineering control system is the execution agent for the engineering plan.  It uses ship HM&E sensors as input to a closed loop control process to achieve the ordered action.  
2.2.6 Partition: External Communications (EXCOMM, 6.0)

The EXCOMM Partition is shown in Figure 2‑7.  The EXCOMM partition consists of six primary classes: Radio, Network, COMMs Service Request, Network Schedule, Message Event and Message.  This partition represents the link between the combat system and the various data and information sources available both within and external to the force.  EXCOMM is a conduit responsible for sending and receiving track data, planning information, Intelligence (INTEL), etc., to and from other units in the battle force (BF), battle group (BG), or entities external to the BF/BG.  This is reflected in Figure 2‑12 and Table 2‑2.

2.2.6.1 Class: Network

The network class represents all exterior communication circuits, and includes the radios and all platform nodes that participate in an information exchange under a defined protocol.  Associated with the network class are the network topology and the radio classes.  The topology class, which represents the network layout of nodes, transceiver modes, send/receive time allocations, etc.  

2.2.6.2 Class: Radio

The radio class represents a communications device used by the network to exchange messages with other network participants.  The radio class includes the radio scheduler.  The radio class transmits/receives messages.

2.2.6.3 Class: Communications Service Action

This class represents the activities necessary to transmit information over the radio to other nodes in the network, and information regarding the quality of service (QoS) requirements for the information being transmitted.  

2.2.6.4 Class: Network Schedule

This class represents the transmit/receive scheduling of radios based on quality of service requirements and network topology.

2.2.6.5 Class:  Message Event

This class represents the activities associated with the transmission and reception of data over a communications path with a desired quality of service.  It is comprised of message data.
[image: image17.wmf]Drag Parent 

Diagram from 

Browser to here.

NEW:

9/30/2003

UnClassified

EXCOMM

Topology

Network (router)

Radio Schedule

Radio

1

1..*

1

1..*

Messages

send/receive

Xmit/Receive Request

Comms Service Action

Message Event

Network Schedule

updates

update schedule status

schedules

update event status

 


Figure 2‑7.  EXCOMM Partition

2.2.7 Partition: Common Services (CS, 7.0)

The Common Services (CS) Partition is shown in Figure 2‑8.  The CS Partition consists of the following: Databases, Display, Time, Data Extraction/Data Reduction, Environment, Navigation, and Utilities.  These represent those services within and across the combat system, unit, and BF that are common.

2.2.7.1 Display 

Display is the implementation of an efficient flow of information, decision support aids, system operator controls and the rendering of same necessary for operator interaction with the system to acquire situational awareness and operate system functions.  The specifics of display are beyond the scope of this document.  
2.2.7.2 Time

Time consists of two primary classes – System Time and External Time Source.  Time provides a common time reference within and across the combat system, unit, and BF.

a. Class: System Time 

The System Time Class represents the time standard used within the combat system, including the local source of Universal Coordinated Time (UTC), a system-wide monotonically increasing reference time, as well as other representations of the system-wide reference time.  

b. Class: External Time Source

The External Time Source Class synchronizes internal clocks across BF platforms and represents the source of UTC time for the above system time.

2.2.7.3 Navigation (NAV) System

NAV maintains and provides a navigation reference within and across all platform systems. NAV is responsible for integrating data from multiple navigation sensors to provide a best assessment of ownship position, movement, and attitude.  

2.2.7.4 Data Extraction/Data Reduction (DX/DR) 

DX/DR enables the extraction, recording, and reduction of tactical and training information across the warfare.  DX/DR consists of three primary classes – Data Recording Dictionary, Extract Point Set, and Storage Media.  DX/DR provides, without degrading the normal system operation, the capability to record, analyze and playback operator and system data.  Data reduction has not yet been elaborated in the model.

a. Class: Data Recording Dictionary

The Data Recording Dictionary Class is a detailed definition of each extraction point in the system.
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Figure 2‑8.  Common Services (CS) Partition

b. Class: Extraction Point Set

The Extraction Point Set Class is responsible for defining a set of related extraction points called an extraction point set.  Each extraction point defines a type of data that can be recorded.

c. Class: Storage Media

The Storage Media Class is responsible for providing a mass data storage capability for the system.

2.2.7.5 Databases

Databases consists of at least two primary classes – INTEL database and Geodesy database.  These databases are required throughout the OAFA.  

a. Class: INTEL Database

The INTEL database class represents the intelligence information from various sources, e.g., enemy order of battle (EOB), imagery, etc.

b. Class: Geodesy Database

The Geodesy Database Class represents the NIMA products used for TACSIT displays and other geographic data needs, e.g., Digital Nautical Charts (DNC), Digital Aeronautical Flight Information File (DAFIF), Digital Terrain Elevation Data (DTED), etc.

2.2.7.6 Environment

Environment consists of two primary classes – Local Environment and Battle Space Environment.  Local Environment represents the environmental conditions at ownship; Battle Space Environment represents environmental conditions throughout the battle space.  Representative attributes of these classes are weather, water temperature, water depth, ephemeris data, and electromagnetic effects.  
2.2.8 Partition: Training (TR, 8.0)

The Training (TR) Partition is shown in Figure 2‑9.  The TR Partition consists of the following primary classes: Synthetic Entities; Synthetic Action; Training Action, Training Schedule, and Training Event; Scenario; Stimulator; and Simulator.
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Figure 2‑9.  Training (TR) Partition

This partition provides for scenario generation, exercise control from own ship and remote stations afloat and ashore, and training playback and analysis tools to assess the battle readiness of the force, unit, and individual.  The scope of training addresses total ship mission training requirements for the tactical system team/operator, maintenance technician, damage control team/operator, etc., as well as training within a BF context.

The TR Partition provides for the planning, conduct, assessment, and management of readiness information for training.  It represents an embedded force training capability available pier-side and underway for training (a) the battle force, (b) ships from a total ship perspective, (c) individual own-ship teams, and (d) the individual operators.  It will support individual operator training through interactive lesson-based training, as well as supporting training of operator teams and sub-teams within a single platform, and multi-platform training through interactive scenario-based training.

2.2.8.1 Class: Synthetic Entities

The Synthetic Entities Class represents pre-scripted vehicular objects and emission entities in the training environment.  This includes the synthetic ownship, which is the location and synthetic motion of synthetic ownship based on the location and geographic conditions in the training area.

2.2.8.2 Class: Synthetic Action

The Synthetic Action Class represents any pre-scripted event that is part of a training scenario.  This includes synthetic events that stimulate the operational system, such as simulated failures of equipment, and simulated environmental conditions such as clutter, ducting, and sea state.

2.2.8.3 Class: Training Action, Schedule and Event

These classes represent the control and actions necessary to execute a training exercise and the conduct of that training.

2.2.8.4 Class: Scenario

The Scenario Class represents a pre-scripted situation that can be presented to the tactical operational system to meet a particular training objective.  A scenario describes the location and other setup conditions before the start of the scenario, and then defines a set of pre-scripted actions and timing of those actions to execute the scenario.  The following are associated with the scenario class: 

a. Scenario Setup: The Scenario Setup represents preconditions including simulation and operational system configurations prior to activating a scenario. 

b. Live Action: The Live Action represents actions taken by operators of the training environment to cause a dynamic (not pre-scripted) response in the training environment.

2.2.8.5 Stimulator

The Stimulator Class injects synthetic data into an asset in response to an executing scenario.

2.2.8.6 Simulator

The Simulator Class represents a digital model of an asset that injects synthetic data into the rest of the system as if it had come from the asset.  The simulator replaces the asset it models during training.

2.2.9 Partition: Force Planning/Coordination (FP/C, 9.0)

The Force Planning/Coordination Partition is shown in Figure 2‑10.  FP/C enables the coordination of and collaboration among own-ship and BF assets to perform a particular mission.  This function performs coordination between warfare areas as well as coordination/deconfliction within a warfare area (e.g., STW using missiles, manned aircraft, or guns).  This function also generates, assigns, manages, and implements force orders for all defined mission areas.  It assesses the plan and performs rapid replanning as necessary.  FP/C also allocates specific assets to operations or missions, and provides initial mission conduct guidance to assets.

The primary classes within the FP/C Partition are Joint BF Orders, BF Orders, Commander’s Estimate, Course-of-Action (COA) Repository, and Force Integrated Scheduler.

2.2.9.1 Class: Joint BF Orders

a. Operation Plan (OPLAN): An operation plan for the conduct of joint operations that can be used as a basis for development of an operation order (OPORD).  An OPLAN identifies the forces and supplies required to execute the Commander-in-Chief’s (CINC) Strategic Concept and a movement schedule of these resources to the theater of operations.  OPLANs will include all phases of the tasked operation.

b. Operation Order (OPORD): A directive issued by a commander to subordinate commanders for the purpose of effecting the coordinated execution of an operation.  OPORDERS - are issued by fleet commanders and higher authority.  They give policy statements on activities within the cognizance of the issuing authority and represent the standing orders for the Theater.  OPORDs are usually hardbound publications containing directives on how to conduct business within a commander's area of authority, and will include items such as the Rules of Engagement (ROE).

2.2.9.2 Class: Battle Group  (BG) Orders

Orders generated at the Force level to be executed by the platforms.
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Figure 2‑10.  Force Planning/Coordination (FP/C) Partition

2.2.9.3 Class: Commander’s Estimate

A logical process of reasoning by which a commander considers all the circumstances affecting the military situation and arrives at a decision as to a course of action to be taken in order to accomplish the mission.  A commander’s estimate that considers a military situation so far in the future as to require major assumptions is called a commander’s long-range estimate of the situation.

a. Planning Guidance

b. Commander’s Guidance

2.2.9.4 Class: Course-of-Action (COA) Repository

A Course of Action (COA) is a possible plan open to an individual or commander that would accomplish, or is related to the accomplishment of the mission.
2.2.9.5 Class: Force Integrated Scheduler

The Force Integrated Scheduler provides the force level schedule of actions to accomplish the mission.

2.2.10 Utility

Utility represents a collection of “activities” common to all Level-0 partitions.  The classes associated with these activities are illustrated in Figure 2‑11.  They are described as specific instances in each Level-0 partition description.  They represent common algorithms for things like resource management, scheduling, etc., that are used by the other Level-0 partitions to perform their domain-specific resource management, scheduling, etc.  The classes associated with this partition are Integrated Schedule, Asset, Action Plan, etc.
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Figure 2‑11.  Utility Activities and Classes

2.3 Data/Information Exchange

The architecture description in section 2.2 is based on the results of the IM analysis to date.  For our purposes, a Level-1 data exchange is defined from the class relationships in the IM.  The Level-0 data exchange is derived from the aggregation of the Level-1 relationships.  The complete set of class relationships and their descriptions are available within the IM and can be found on the OA IDE (https://viewnet.nswc.navy.mil).

Figure 2‑12 and Table 2‑2 focus on data/information exchanges between the Level-0 functional partitions.  Figure 2‑12 depicts the data/information exchanges.  Each functional partition is shown, including the Level–1 classes that are included within that partition.  As in Figure 2‑1, Figure 2‑12 uses the same color-coding to depict the candidate common and platform-unique components.  Additionally, the information produced by each partition is depicted as a pink arrow, with the number indicating which partition produced the information.  Information consumed is shown as blue arrows, with the numbers indicating which partition produced that information.  Note that the data exchanges are not point-to-point physical connections, but representations of where the information is produced and where it is consumed.  For some of the classes in the information model, initial APIs have been identified.

The local network (OACE) is shown as an aqua line.  The force network is shown as a green line.  The mixed vertical line represents the force network and/or the local network.  For example, EXCOMM will always communicate via the force network.  Depending on the unit type, force planning may communicate on the force network and the local network.

Table 2‑2 contains the data exchange information produced by each of the functional partitions.  Column 1 indicates the partition and partition number that produces the information.  Column 2 lists the major data items produced.
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Figure 2‑12.  OAFA Functional Partitions, Classes, and Data/Information Exchange

Table 2‑2.  OAFA Level-0 Data/Information Exchange

	Info Producer (Functional Partition)
	Info Exchanged

	Data/Information Produced

	1.0 Search/Detect (S/D)
	1
	Performance characteristics

	
	
	Intel Data

	
	
	Sensor Measurement Data, Track Data

	
	
	Status

	2.0 Data Info Services (DIS)
	2
	Sensor Tasking

	
	
	Action Status

	
	
	System Track Information (Kinematics, Attributes, Track Number, etc)

	
	
	Indications and warnings

	
	
	Geopolitical Information


	3.0 Planning, Assessment, and Decision (PAD)
	3
	Threat Priority

	
	
	Identification Information

	
	
	Asset Tasking

	
	
	Status

	
	
	Planning Data

	
	
	Assessment Data

	
	
	Constraint Information

	4.0 Weapon/Asset Services (W/AS)
	4
	Asset Tasking

	
	
	Asset/Action Status

	
	
	Asset/Action Control

	5.0 Mission Execution (ME)
	5
	Asset Status

	
	
	Performance Characteristics

	6.0 EXCOMM
	6
	Track Data, Measurement Data

	
	
	Implementation/Execution Status

	
	
	Intel Data

	
	
	Force Orders

	
	
	Planning Data

	7.0 Common Services (CS)
	7
	Time

	
	
	NAV

	
	
	Databases

	
	
	DX/DR

	8.0 Training (TR)
	8
	Orders to Begin/End Training Session

	
	
	Training Tracks and Simulated Other Tactical Data

	9.0 Force Planning/ Coordination (FP/C)
	9
	Force Plans 

	
	
	Force Orders

	
	
	Request for Information


2.4 The Way Ahead

This document expresses the current state of the OA Functional Architecture.  Engineering activities are continuing to refine and extend this architecture.  These activities will be performed by the MPSE team (which will grow to include other engineers throughout the community) and by individual programs that will be tasked to build out specific components of this architecture.  Near-term OA engineering efforts will focus on:

Requirements Development:  Define the OA performance and capability requirements by capturing and analyzing (1) Joint and Service system-of-system requirements (e.g., GIG, CID, TAMD CRDs) and (2) existing system-level requirements (e.g., program specific ORDs, system specifications, etc).  The OA requirements will be traced and allocated within the information model to support architecture analysis.

Architecture Analysis:  Analysis will continue to refine the architecture and solidify allocations based on OA requirements development and tasking of OA component development.  Use case elaboration and development of the OA performance requirement database will be major inputs into this phase.

SIAP Alignment:  As the collaboratively developed Joint SIAP Integrated Architecture Behavior Model matures and is updated, it will be reflected in the Data Information Services (DIS) partitioning of the OA information model.

All progress will be reflected in frequent releases of the OA information model on the Navy’s OA IDE.  Follow-on versions of this OAFA Definition Document will be autogenerated from the information model.  

3.0 OA Requirements and Use Case Development
3.1 Introduction

The following paragraphs describe the process used for defining, analyzing, and validating the OA requirements and use cases (capabilities analysis) from both the BF view and platform/system view.  Figure 3‑1 summarizes this process, including the development of the OA Information Model, its data/information-related functional packages, and their mapping to the OAFA Level-0 partitions.  In order to capture sufficient context, the requirements generation and use case model starts at the BF level.  The use case descriptions and the process used to define the use case hierarchy (from BF to platform/system use cases) are described in the following paragraphs.
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Figure 3‑1. OAFA Development Process

3.2 Operational Analysis 

For practical purposes, it was necessary to generate a set of general use cases that address BF usage and tasking.  In order to ensure sufficient coverage, the individual warfare areas were used to categorize BF uses.

An operational analysis was first performed to establish the operational context for the OA functional architecture through identification of Joint and Navy Mission Essential Tasks and Required Operational Capabilities (ROC) based on specific warfare areas.  At the joint and force level, a hierarchy of warfighting goals have been developed based on the primary goals of battle space dominance; power projection; and command, control, and surveillance.  Battle space dominance must be achieved in order to project power.  Command, control, and surveillance are the key enablers of both battle space dominance and power projection.  As described in Joint Vision 2020 and the Naval Transformational Roadmap for Sea Power 21, to achieve battle space dominance, air, surface, undersea, mine, and information warfare superiority must be achieved.  To project power, strike and amphibious warfare, attacks and raids, naval special warfare, and maritime positioning must be achieved.  Each of these can be further broken down.

To aid in this decomposition, the tactical tasks from the Universal Joint Task List (UJTL) and Universal Naval Task List (UNTL) have been decomposed into a set of Naval Mission-Essential Tasks (NMET) and associated measures-of-effectiveness (MOE).  The UJTL/UNTL/NMET task analysis results have been captured in a database and the NMETL database parsed to determine each task that needs to be performed successfully to achieve the specified dominance.  

The basis for identifying warfare mission areas that provide the foundation for Use Case Analysis was formed by amalgamating sets of warfare mission areas specified in Joint publications, Naval OPTASKs, and Office of the Chief of Naval Operations Instruction (OPNAVINST) 3501.2J.  This resulted in the identification of broader Joint/Naval mission areas providing more representative definitions of warfare missions than those only identified in OPNAVINST 3501.2J.  The resultant set of warfare areas includes the following: Anti Submarine Warfare (ASW)
, Air Warfare (AW), Strike Warfare (STW), Anti-Surface Ship Warfare (ASU), Amphibious Warfare (AMW), Information Warfare (IW)
, and Mine Warfare (MIW).

3.3 Use Cases

A use case describes a sequence of interactions between the system and the outside world.  To define the top-level OA use cases it is necessary to understand the entity that the use case is being applied to as well as the context in which it is being used.  This information is conveyed in Unified Modeling Language (UML) via an enterprise model or high-level context diagram.  Since the OA product is intended, in part, to establish seamless interoperability among collaborating Navy units, an enterprise model was conceived in which the entity was the BF, with the context being a joint/coalition force operational environment.  The top-level use cases describe, to a reasonable degree of completeness, all the possible usages of a BF.  The top-level use cases is a work in progress – the current state of the use case work is provided in the following sections.

3.4 Use Case Analysis Overview

The warfare mission areas form the basis for a set of BF-level use cases, with each warfare area (e.g., ASU) designated a primary use case (e.g., Conduct ASU).  To elaborate these use cases, Navy operational experts, including the fleet training community, were consulted to derive the general flow of activities associated with each warfare area.  The Universal Joint and Navy Task Lists and the Navy Required Operational Capability (ROC) documents were surveyed to ensure suitable coverage and completeness.  Ultimately, individual Navy Tactical Task List (NTTL) and ROC requirements were traced, as appropriate; to the steps identified in the use case flows.  For example, there are a number of steps that describe each BF use case.  Each use case step satisfies one or more requirements and is traced to the appropriate ROC, NTA, NTTL, and finally to the UJTL.  The requirements traceability is documented in both the use case steps and in a requirements management tool.  This tool, developed by OA, is the Navy Operational Analysis Tool (NOAT).  Access to this tool is available on the OA IDE.  

The use case analysis and flow down begins with the BF-level architecturally significant use cases and an initial candidate OAFA.  The following paragraphs provide a general description of the BF use cases. A detailed description of these use cases is contained in the use case write-up in Appendix X.

3.5 Top-Level BF Use Case Descriptions

3.5.1 Conduct BF Anti-Submarine Warfare

This use case describes the activities associated with conducting Anti-Submarine Warfare (ASW) until dominance is achieved. This use case begins when the Force Commander orders the Battle Force/Group to conduct ASW and achieve and maintain dominance by seeking out and engaging hostile submarines. It ends when the Battle Force/Group has achieved dominance by defeating the undersea threats. 

ASW consists of the detection, tracking, and destruction or neutralization of enemy submarines.  Once the order is issued, submarines, surface ships, carrier aircraft, sea-based helicopters, maritime patron aircraft, and undersea surveillance systems are employed to collaborate in planning, conducting surveillance, identifying and removing the encountered threats. The Battle Force/Group conducts these activities as one unit until the threats are eliminated. 

3.5.2 Conduct BF Air Warfare

This use case describes the activities associated with conducting Air Warfare. It begins when the Force Commander orders the Battle Force/Group to conduct Air Warfare and continues throughout the full extent of the Battle Force/Group’s Air Warfare operations. Once the order is issued, the Battle Force/Group Participants collaborate in planning, conducting surveillance, identifying and responding to the encountered air entities.  It ends when either Air Superiority or Air Supremacy is achieved and is on-going. Air Superiority is defined as that degree of dominance in the air battle of one force over another which permits the conduct of operations by the former and its related land, sea, and air forces at a given time and place without prohibitive interference by the opposing force. Air Supremacy, on the other hand, is that degree of air superiority wherein the opposing air force is incapable of effective interference. 

Air Warfare consists of several major areas. These areas include Offensive Air Support (Close Air, Deep Air Support [Air Interdiction, Armed Reconnaissance], Strike), Anti-Air Warfare (Offensive Counter Air, Defensive Counter Air, Active and Passive Air Defense), Assault Support (Air Delivery, Aerial Refueling, Air Evacuation), Air Reconnaissance (Visual, Multi-Sensor, and Electronic), Electronic Warfare (Electronic Attack, Electronic Protection, and EW Support, and the Control of Aircraft and Missiles (Air Direction and Control, Airspace Management and Control). Air Warfare is part of combined arms operations requiring continuous (24/7 and in all weather) operation. While each of these areas has distinct mission requirements and unique applications of force assets to conduct operations, they share any number common requirements for mission success (Air Superiority or Air Supremacy): intelligence, communication, mission planning, asset control, threat analysis, battle space situational awareness (SA), coordination with other warfare areas and units, and definitive tasking (via Air Tasking Orders (ATOs) and Frag Orders).  

3.5.3 Conduct BF Strike Warfare

This use case describes the activities associated with conducting strike warfare. It begins when the Force Commander orders the Battle Force/Group to conduct strike warfare and continues throughout the full extent of the Battle Force/Group’s strike warfare operations. Once the order is issued, the Battle Force/Group participants collaborate to achieve the destruction or neutralization of enemy targets by carrier and land-based aircraft; cruise missiles from surface ships and submarines; and naval surface fire.

Strike Warfare (STW) is that area of warfighting where maritime forces contribute to strikes against targets ashore using carrier-based strike aircraft, sea-launched cruise missiles, naval guns, and special operations forces. In maritime air operations, particularly in the littoral environment, naval air forces work in close cooperation with surface forces to ensure the most effective use of available air assets in strike roles.  Strike Warfare is predominantly the application of air and Tomahawk assets against targets that are of strategic importance or tactical targets that are not in close proximity to troops on the ground. Additionally, the Joint Maritime Component Commander (JMCC) may chose to use long-range naval guns or extended range munitions in support of Strike Warfare.

Targets are nominated/identified to the Joint Targeting Coordination Board (JTCB) by subordinate commanders in support of the Joint Force Commander’s or Component Commander’s plan. These targets are then go through a 6 phased process that begins with evaluating commander’s guidance and objectives; followed by target development, validation and prioiritization; a weaponeering and capabilities analysis; and the assignment of forces. The target is then sent to the Services or Component for detailed planning and execution.  The targeting process ends with a post strike combat assessment.

3.5.4 Conduct BF Anti-Surface Ship Warfare

This use case describes the activities associated with conducting anti-surface ship warfare (ASU). It begins when the Force Commander orders the Battle Force/Group to conduct ASU and continues throughout the full extent of the Battle Force/Group’s ASU operations. Once the order is issued, the Battle Force/Group Participants collaborate in planning, conducting surveillance, identifying and responding to the encountered surface entities.

ASU is that area of warfighting where maritime and air forces contribute to defense of the Battle Group by surveilling, identifying, and performing required missions against various surface vessels.  Surface Warfare operations include, but are not limited to:


- Maritime Interception Force Operations, where merchant traffic is boarded and inspected during embargo-style operations.


- Alien Migrant Interception Operations (AMIO), where illegal immigrants are prevented from achieving landfall on domestic shores.


- Traditional surface warfare, including Over-The-Horizon Targeting (OTH-T) and standard engagements against enemy surface vessels with Harpoon, naval gunfire, and air-launched ASU weaponry.

3.5.5 Conduct BF Amphibious Warfare

This use case describes the activities associated with conducting amphibious warfare. It begins when the Force Commander orders the Battle Force/Group to conduct amphibious warfare and continues throughout the full extent of the Battle Force/Group’s amphibious warfare operations. Once the order is issued, the Battle Force/Group Participants collaborate in planning and conducting activities associated with putting maneuver forces ashore (via landing craft and/or helicopters), supporting the operation, and then recovering the maneuver force.

Amphibious Warfare consists of attacks launched from the sea by naval forces and by landing forces embarked in ships or craft designed to achieve a shore presence in a littoral zone.  This includes fire support for troops in contact with enemy forces through the use of close air support or shore bombardment.    An amphibious force conducts amphibious warfare / operations.  An amphibious force is defined as an amphibious task force (ATF) and a landing force (LF) together with other forces that are trained, organized, and equipped for amphibious operations.  Amphibious operations are designed and conducted primarily to:

· Prosecute further combat operations.

· Obtain a site for an advanced naval, land, or air base.

· Deny use of an area or facilities to the enemy.

· Fix enemy forces and attention, providing opportunities for other combat operations.

3.5.6 Conduct BF Information Warfare

This use case describes the activities associated with conducting Information warfare. It begins when the Force Commander orders the Battle Force/Group to conduct Information Warfare and continues throughout the full extent of the Battle Force/Group’s Information Warfare operations. Once the order is issued, the Battle Force/Group Participants collaborate to develop intelligence that is required for planning and conducting tactical operations in support of all warfare areas. 

The following activities of information warfare are currently not addressed in this use case: Operation Security (OPSEC), Military Deception (MILDEC), Psychological Operations (PSYOP) and related activities of Civil Affairs (CA) and Public Affairs (PA).  These activities may be addressed later in separate alternate flows.

Electronic warfare, which includes Electronic support (ES), Electronic attack (EA) and Electronic protect (EP), is also omitted from this use case. These activities are considered within the scope of the other warfare use cases.  

Information Warfare involves many methods to collect and analyze enemy capabilities, limitations, intentions, vulnerabilities, as well as environmental information in which it is being collected.  The complex process of Information Warfare begins with the comprehensive plan for Intelligence collection.  This plan identifies the sources of intelligence information, methods of collection and transmission as well as personnel responsibilities and all requirements associated (including timeliness, approval process and chain of command).  The planning process will determine and prioritize the Priority Intelligence Requirements (PIR)

3.5.7 Conduct BF Mine Warfare

This use case describes the activities associated with conducting mine warfare. It begins when the Force Commander orders the Battle Force/Group to conduct mine warfare and continues throughout the full extent of the Battle Force/Group’s mine warfare operations. Once the order is issued, the Battle Force/Group Participants collaborate to detect, identify, classify, mark, avoid, and disable mines using a variety of methods including air, surface, sub-surface, and ground assets. 

Mine Warfare is an essential warfare capability integral to the ability of naval forces to open and maintain sea lines of communication and to dominate the littoral battle space.  It includes the use of intelligence, strategic mapping, surveillance, reconnaissance, self-protection measures, and dedicated Mine-Countermeasures (MCM).

An array of modern MCM systems is available to enhance the capabilities of dedicated forces and vigorously pursue the transition to an organic MCM capability. The Navy’s has dedicated MCM forces, composed of active and reserve surface MCM ships, MHC ships, MCM helicopters, remote mine-hunting systems, unmanned undersea vehicles, and explosive-ordnance-disposal divers. 

The battle force may have a number of assets available to conduct mine warfare (offensive and defensive) to include aircraft equipped with mine laying or mine detection/MCM equipment, submarines or other surface ships capable of mine laying. The use of shallow water mine destruction/ breaching systems may also be available as part of battle force assets. In addition, the battle force may have remote mine hunting systems or Unmanned Underwater Vehicles dedicated to mine hunting or mine destruction. The battle force may have an array of underwater mines for deployment to channel or prohibit free sailing of enemy surface ships.

In order to effectively conduct Mine Warfare, the battle force needs to take advantage of both intelligence and environmental data. The detection of mine fields, the precise location of, numbers, and types (pressure, acoustic, magnetic) of mines is essential to all ships to avoid destruction. The bottom topography, depth, and seawater temperatures may be extremely useful when either detecting mines, laying mines, or avoiding mine fields.

3.6 Top-Level System Use Case Definitions

System level Use Cases represent capabilities to be performed by systems on a single platform.  These were developed based on the information model and subject matter experts (SME).  These use cases will be further verified using system-specific requirements documents (e.g., capstone requirements documents, operational requirements documents, system specifications, system use cases as available, etc.).  These system use cases represent functional requirements that implement the battle force operational requirements as represented in the battle force use cases.  As such, the system use-case analysis requires mapping and iteration between the BF use cases and the developed Information Model (discussed in Section 3).  This iteration is used to identify and resolve possible requirement conflicts (both functional and non-functional).  This iteration between BF and system use cases helps to insure that all the necessary functional and non-functional behavior is captured.  The system use cases are divided into the following use-case packages: Planning, Track Picture, Identification and Threat Priority, Sensors, Mission and Asset Control, Common Services, and Training.  Each use-case package contains a number of use cases.  

3.6.1 Planning

3.6.1.1 Develop Operational Plans

This use case is initiated by the BF command in response to an OPORD or OPLAN and results in the generation of a set of orders (e.g. OPTASKs) for the BF.  

3.6.1.2 Develop Tactical Plans:

This use case is initiated by the ship command authority upon receipt of an OPTASK message, OPTASK supplements, or changes in the tactical situation.  It results in the creation of a set of plans, configurations, and doctrine to which the platform operates.  

3.6.2 Track Picture

3.6.2.1 Provide Kinematic Track Picture

This use case integrates the kinematic track data received from the various sensors and tactical data links (TDL) into a coherent set of tracks available to different consumers (e.g. EXCOMMs, sensors, weapons).  It also includes actions the operator can take to maintain and modify the track picture, such as deleting tracks.  The use case applies equally to a single unit or BF.  

3.6.2.2 Collect and Extract INTEL Data

This use case covers the processing necessary for the system to associate INTEL with kinematic track information, cue sensors based on INTEL, and format INTEL data for user consumption.  

3.6.3 Identification (ID) and Threat Priority

3.6.3.1 Perform Track Identification:

This use case begins when the ID of a track needs to be reevaluated (e.g periodically or after a significant track state change such as a track initiation or track update following a new correlation or association).  The track is evaluated against doctrine to provide an initial identification.  If the doctrine evaluation results in an ID change or fails to successfully determine an ID, the ID operator is alerted.  The operator will have the option to manually set or override the ID.  The force level ID operator will have the option of intervening to resolve any ID conflicts that arise among the participating units.  The specific manner in which such conflicts are detected and surfaced is not described.  

3.6.3.2 Set Target/Threat Priority

Once a track has been identified and assessed as target or threat, it shall be assigned a priority relative to other targets/threats.  The priority of the target/threat will be maintained in a priority list.  Operators at the unit and force levels shall review the threat priority lists and, if desired, manually adjust the lists.

Priority is based on Identification, Track Kinematics (movement relative to own-ship and other defended assets), and other information, such as INTEL, that provide indications regarding the impending actions/objectives of the entity being tracked. 

3.6.4 Sensor

3.6.4.1 Perform Sensor Services:

This use case begins when service is requested of the sensor to support a plan or action.  It continues until the sensor is no longer needed.  While in use the sensor detects and reports entities and monitors environmental conditions.  Sensor data is provided to the rest of the system for inclusion in the track picture.  The use case applies equally to a single unit or BF.  

3.6.4.2 Control Sensor Configuration:

This use case begins when a sensor comes on line and provides it capabilities and characterizations for planning and control.  This includes the ability to change and update capabilities in response to operator controls, planned actions, environmental conditions, or sensor degradation or failure.  The use case applies equally to each sensor on the unit or in the BF.  

3.6.4.3 Plan Sensor Utilization

This use case begins with a mission objective and includes planning for sensor coverage, emissions control, and quality of service (QoS).  The use case applies equally to a single unit or BF. 

3.6.5 Mission and Asset Control

3.6.5.1 Develop Course of Action

This use case is initiated by an operator (usually a command authority) in response to a particular tactical situation.  This is a generic use case and will more than likely be specialized.

3.6.5.2 Execute Course of Action:

TBS

3.6.5.3 Assess Course of Action

This use case performs an assessment of a particular course of action.  It is initiated by inputs from the operator, sensors, weapons, EXCOMM, or ship systems.  This is a generic use case that will probably be specialized (e.g., Kill Assessment).  

3.6.6 Common Services Package 

3.6.6.1 Sense Own-ship Motion

This use case covers the processing necessary for the system to determine and distribute its location and motion.  

3.6.7 Training Package

This use case addresses the activities involved in integrated total ship system training.  The breadth of the training mission may cover Integrated Battle Force Training, Total Platform System Training, Specific System Team Training, and individual Operator Training.   The training environment may be synthetic, stimulated, live using exercise vehicular entities, or a combination of environments.  The use case begins with the generation of a training plan and scenario, and ends with the analysis of training data to determine if training performance and objectives were achieved.

4.0 LIST OF ACRONYMS

AAW


Anti-Air Warfare

ACFT


Aircraft

AMETL

Agency Mission Essential Task List

AMIO


Alien Migrant Interception Operations

AMR


Associated Measurement Report

AMR


Associated Measurement Report

AMW


Amphibious Warfare

API


Application Program Interface

APP


Application

ASN (RDA)
Assistant Secretary of the Navy (Research, Development, and Acquisition)

ASU


Anti-Surface Ship Warfare

ASUW


Anti-Surface Warfare

ASW


Anti-Submarine Warfare

ATF
Amphibious Task Force

ATOs
Air Tasking Orders

AW
Air Warfare

BF


Battle Force

BG


Battle Group

C2


Command and Control

C2W


Command and Control Warfare

C3


Command, Control, and Communications

CA


Civil Affairs

CAP


Combat Air Patrol

CEC


Cooperative Engagement Capability

CINC


Commander-in-Chief

CNO


Chief of Naval Operations

COA


Course-of-Action

COMINT

Communications Intelligence

COMINT

Communications Intelligence

COMMs

Communications

CONOPs

Concept of Operations

COTS


Commercial Off-the-Shelf

CPU


Central Processing Unit

CRD


Capstone Requirements Document

CS


Common Services

DAFIF


Digital Aeronautical Flight Information File

DD(X)


Destroyer

DIS


Data/Information Services

DNC


Digital Nautical Charts

DoD


Department of Defense

DOD


Department of Defense

DODAF

Department of Defense Architecture Framework

DODAF

Department of Defense Architecture Framework

DON


Department of Navy

DON


Department of Navy

DTED


Digital Terrain Elevation Data

DWC


Distributed Weapons Coordination

DX/DR

Data Extraction/Data Reduction

E2C


Navy Airborne Warning and Control System Aircraft

EA


Electronic Attack

ECD


Elaborated Context Diagram

ELINT


Electronic Intelligence

EO


Electro-Optic

EOB


Enemy Order of Battle

EP


Electronic Protection 

ES


Electronic Warfare Support

EW


Electronic Warfare

EXCOMM

External Communications

FA


Functional Architecture

FP/C


Force Planning/Coordination

FSO


Fleet Support Operations

GCCS


Global Command and Communications System

GIG


Global Information Grid

HM&E

Hull, Machinery, and Engineering

I/F


Interfaces

ICD


Interface Control Documents

ID


Identification

IDE


Integrated Development Environment

IDE


Interactive Distributed Environment

IEEE


Institute of Electrical and Electronics Engineers

IETF


Internet Engineering Task Force

IFF


Identification Friend or Foe

IM


Information Model

INTEL


Intelligence

IPB


Intelligence Preparation of the Battle Space

IR


Infrared

IRS


Interface Requirements Document

ISR


Intelligence, Surveillance, and Reconnaissance

IU


Interface Unit

IW


Information Warfare

IWS


Integrated Warfare System

JCS


Joint Chiefs of Staff

JCTN


Joint Composite Tracking Network

JDN


Joint Data Network

JMCC


Joint Maritime Component Commander

JPN


Joint Planning Network

JTA


Joint Technical Architecture

JTCB


Joint Targeting Coordination Board

JTIDS


Joint Tactical Information Distribution System

KPP


Key Performance Parameters

LAW


Land Attack Warfare

LCS


Littoral Combat Ship

LF


Landing Force

MCM


Mine-Countermeasures

ME


Mission Execution

MILDEC

Military Deception

MOA


Memorandum of Agreement

MOE


Measure of Effectiveness

MOOTW

Military Operations Other Than War

MOP


Measures of Performance

MPSE


Multi-Platform Systems Engineering

MS


Microsoft

MW


Mine Warfare

MW/MIW

Mine Warfare

NAV


Navigation

NCTR


Non-Cooperative Target Recognition

NCTR


Non-Cooperative Target Recognition

NCW


Network-Centric Warfare

NII


Network Information Infrastructure

NIMA


National Imaging and Mapping Agency

NMET


Naval Mission Essential Task

NMETL

Naval Mission Essential Task List

NOAT


Navy Operational Analysis Tool

NSP/NSW

Navy Special Warfare

NTA


Navy Task

NTDS


Naval Tactical Data System

NTTL


Naval Tactical Task List

OA


Open Architecture

OACE


Open Architecture Computing Environment

OAFA


Open Architecture Functional Architecture

OATA


Open Architecture Technical Architecture

OMG


Object Management Group

OO


Object Oriented

OODA


Observe, Orient, Decide, and Act

OOSEM

Object Oriented System Engineering Method

OP


Operational

OPLAN

Operation Plan

OPORD

Operation Order

OPSEC

Operation Security

OPTASK

Operational Task

ORD


Operational Requirements Document

OS


Operating System

OTH-T


Over The Horizon-Targeting

OV


Operational View

PA


Public Affairs

PAD


Planning, Assessment, and Decision

PEO IWS

Program Executive Office for Integrated Warfare Systems

PEO


Program Executive Office

PIR


Priority Intelligence Requirements

POA


Plan of Action

POSIX


Portable Operating System Interface Standard

PSYOP

Psychological Operations

QoS


Quality of Service

RFI


Request for Information

ROC


Required Operational Capabilities

ROE


Rules of Engagement

RV


Remote Vehicle

S/D


Search/Detect

SA


Situation Assessment

SBTS


Shore Based Tactical System

SC


Sensor Control

SCS


Surface Combatant Ship

SDD


System Design Document

SE


System Engineering

SEMP


Systems Engineering Management Plan

SIAP


Single Integrated Air Picture

SME


Subject Matter Experts

SN


Strategic National

SSDS


Ship Self Defense System

SSS


System/Subsystem Specifications

ST


Strategic-Theater

STW


Strike Warfare

SVC


Service

TA


Threat Assessment

TA/ID


Threat Assessment/Identification

TACSIT

Tactical Situation

TADIL


Tactical Digital Information Link

TDL


Tactical Data Links

TIA


Telecommunications Industry Association

TM


Track Management

TR


Training

TV


Technical View

UAV


Unmanned Air Vehicle

UJTL


Universal Joint Task List

UML


Unified Modeling Language

UMR


Unassociated Measurement Report

UNTL


Universal Naval Task List

USW


Undersea Warfare

UTC


Universal Coordinated Time

UTM


Universal Transverse Mercator

V&V


Verification and Validation

VMF


Variable Message Format

W/AS


Weapon/Asset Services

5.0 GLOSSARY OF TERMS

	Air Warfare
	Air defense against airborne weapons including theater ballistic missiles.  Operations include surveillance, offensive counter air, defensive counter air, and electronic warfare.

	Architecture
	(1) The structure of components, their relationships, and the principles and guidelines governing their design and evolution over time.  (2) A high level design that provides decisions made about: the problem(s) that the product will solve, component descriptions, relationships between components, and dynamic operation description.  (3) A framework or structure that portrays relationships among all the elements of the subject force, system, or activity.

	Architecture Views, Software

	Conceptual Architecture. The purpose of the conceptual architecture is to direct attention at an appropriate decomposition of the system without delving into details.  Moreover, it provides a useful vehicle for communicating the architecture to non-technical audiences, such as management, marketing, and users. It consists of the Architecture Diagram (without interfaces) and an informal component specification (which we call CRC-R cards) for each component.

Logical Architecture. The logical architecture adds precision, providing a detailed "blueprint" from which component developers and component users can work in relative independence. It incorporates the detailed Architecture Diagram (with interfaces), Component and Interface Specifications, and Component Collaboration Diagrams, along with discussion and explanations of mechanisms, rationale, etc.

Execution Architecture. An execution architecture is created for distributed or concurrent systems. The process view shows the mapping of components onto the processes of the physical system. The deployment view shows the mapping of (physical) components in the executing system onto the nodes of the physical system.

	Architecture, Functional
	The hierarchical arrangement of functions, their internal and external (external to the aggregate itself) functional interfaces and external physical interfaces, their respective functional and performance requirements, and design constraints.

	Architecture, Software

	(1) The software architecture of a program or computing system is the structure or structures of the system, which comprise (1) software components, (2) the externally visible properties of those components, and (3) the relationships among them.  (2) The structure and relationships among the components of a computer program.  The software architecture may also include the program’s interface with its operations environment.

	Architecture, System
	(1) A logical, physical structure that specifies interfaces and services provided by the system components necessary to accomplish system functionality.  (2) The structure and relationship among the components of a system: The system architecture may also include the systems interface with the operational environment.

	Asset
	Any sensor, weapon, aircraft, boat, unmanned air vehicle (UAV), etc., directly controlled by own ship.

	Associated Measurement Report (AMR)
	A sensor measurement that has been processed by the originating sensor for clutter rejection and meets defined signal-to-noise parameters, and has been associated to either a local sensor track or a global composite track.

	Association
	(1) The automatic or manual establishment of a relationship between two or more tracks when the information on them is deemed to pertain to the same contact.  (2) The process of identifying and linking data sets that may correspond to the same object while retaining each track as an individual entity.

	Attribute Data
	Any non-kinematic data provided by a sensor for a track.  Examples include IFF mode codes, INTEL data (e.g., imagery), EW data (e.g., parametric data), non-cooperative target recognition (NCTR) data, etc.

	Baseline, Allocated
	The initially approved documentation describing a system’s functional, performance, interoperability, and interface requirements that are allocated from those of the system or higher level subsystem; interface requirements with interfacing subsystems; design constraints; derived requirements (functional and performance); and verification requirements and methods to demonstrate the achievement of those requirements and constraints.

	Baseline, Functional
	The initially approved documentation describing a system’s or configuration item’s functional performance, interoperability, and interface requirements and the verification required to demonstrate the achievement of those specified requirements.

	Battle Force
	A standing operational naval task force organization of carriers, surface combatants, and submarines assigned to numbered fleets. A battle force is subdivided into battle groups.

	Combat Identification (CID)
	CID is the process of attaining an accurate characterization of detected objects in the joint battlespace to the extent that high confidence, timely application of military options and weapons resources can occur.  Depending on the situation…this characterization may be limited to ‘friend’, ‘enemy’, or ‘neutral’.  In other situations, other characterizations may be required – including, but not limited to, class, type, nationality, and mission configuration.

	Command and Control
	The exercise of authority and direction by a properly designated commander over assigned forces in the accomplishment of the mission.  C2 functions are performed through an arrangement of personnel, equipment, communications, facilities, and procedures employed by a commander in planning, directing, coordinating, and controlling forces and operations in the accomplishment of the mission.

	Component, System
	A basic part of a system.  System components may be personnel, hardware, software, facilities, data, material, services, and/or techniques that satisfy one or more requirements in the lowest levels of the functional architecture.  System components may be subsystems and/or configuration items.

	Composite/Collaborative Track
	A representation of an entity that is formed by combining individual instances of measurement data or a collection of measurements from one or more sensors into a single composite/collaborative track state vector and combined attribute information.

	Condition 
	A variable of the operational environment or situation in which a unit, system, or individual is expected to operate that may affect performance.

	Correlation
	(1) The determination that a locally derived track represents the same object or point as another track and/or the process of combining two such tracks/data under one track number.  (Logicon) (2) The process of identifying tracks believed to represent the same object and replacing them with a single track, combining the data from the duplicate tracks as appropriate.

	Decorrelation
	The determination that locally held track data for a given track number does not represent the same object or point as track data being received in a remote track report for the same track number.

	External Time Source
	Synchronizes internal clocks across BF platforms and represents the source of UTC time for the above system time.

	Force
	(1) An aggregation of military personnel, weapon systems, vehicles, and necessary support, or combination thereof; (2) A major subdivision of a fleet.

	FORCEnet
	An operational construct and architectural framework that integrates the SEAPOWER21 concepts of Sea Strike, Sea Shield and Sea Basing by connecting warriors; sensors, networks; command and control; platforms and weapons; providing accelerated speed and accuracy of decision; and integrating knowledge to dominate the battlespace.  FORCEnet provides the following capabilities: Expeditionary, multi-tiered, sensor and weapon grids; distributed, collaborative, command and control; dynamic, multi-path survivable networks; adaptive/automated decision aids; and human-centric integration.

	Functional Analysis
	Examination of a defined function to identify all the sub-functions necessary to the accomplishment of that function; identification of functional relationships and interfaces (internal and external) and capturing these in a functional architecture; and flow down of upper-level performance requirements and assignment of these requirements to lower-level sub-functions.

	Functional Requirement
	Specifies actions that a system must be able to perform, without taking physical constraints into consideration.  These are often best described in a Use Case Model and in Use Cases.  Functional requirements thus specify the input and output behavior of a system.

	Global Command and Control System – Maritime (GCCS-M)
	GCCS-M [AN/USQ-119E(V)], previously the Joint Maritime Command Information System (JMCIS), is the Navy's primary fielded Command and Control System.  GCCS-M receives, processes, displays, and manages data on the readiness of neutral, friendly, and hostile forces in order to execute the full range of Navy missions (e.g., strategic deterrence, sea control, power projection, etc.) in near-real-time via external communication channels, local area networks (LANs) and direct interfaces with other systems.

	Global Information Grid (GIG)
	Globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for collecting, processing, storing, disseminating, and managing information on demand to warfighters, policy makers, and support personnel.  The GIG includes all owned and leased communications and computing systems and services, software (including applications), data, security services, and other associated services necessary to achieve Information Superiority.  It also includes National Security Systems (NSS) as defined in section 5142 of the Clinger-Cohen Act of 1996.  The GIG supports all DoD, National Security, and related Intelligence Community (IC) missions and functions (strategic, operational, tactical, and business) in war and in peace.  The GIG provides capabilities from all operating locations (bases, posts, camps, stations, facilities, mobile platforms, and deployed sites).  The GIG provides interfaces to coalition, allied, and non-DoD users and systems.

	Group
	(1) A flexible administrative and tactical unit composed of either two or more battalions or two or more squadrons. The term also applies to combat support and combat service support units.  (2) A number of ships and/or aircraft, normally a subdivision of a force, assigned for a specific purpose.

	Identification (ID)
	(1) Identification is the Identity, Category, Platform, Type, Activity, and Nationality/Alliance of the track.  (2) The process of determining the friendly or hostile character of an unknown detected contact.

	Identity
	Identity refers to the nature or attributes of the track: Friend, Assumed Friend, Neutral, Unknown, Pending, Suspect, or Hostile.

	INTEL-Generated Track
	Track based on INTEL data that is of sufficient quality for correlation/association to a System Track.

	Joint
	Connotes activities, operations, organizations, etc., in which elements of two or more Military Departments participate.

	Joint Composite Tracking Network (JCTN)
	Generic title for a joint telecommunications network and processing capability to enable composite tracking among joint, heterogeneous mixes of sensors and to support appropriate levels of cooperative engagement of targets by weapons systems.  It is envisioned as real-time, sensor fusion system, which distributes and fuses sensor measurement data into composite tracks that create a high fidelity, coherent air picture.  The JCTN is a concept rooted in the Navy’s experience with Cooperative Engagement Capability (CEC).  It includes common software and a communications element that allow participating units to share fused sensor data. The communications structure as currently envisioned includes wide-band line-of-sight communications, satellite links, and other communication systems.

	Joint Data Network (JDN)
	A collection of near-real-time communications and information systems used primarily at the coordination and execution level.  It provides information exchange necessary to facilitate the Joint/Service Battle Manager’s comprehension of the tactical situation, and also provides the means to exercise command and control beyond the range of organic sensors.  The JDN carries near-real-time tracks, unit status information, engagement status and coordination data, and force orders; JDN information is used to cue radars as well.  The backbone of the JDN is Link-16.  However, other data links such as TADIL A/B/C, Link-22, and VMF (Variable Message Format) will exchange information with the JDN through gateways at various platforms to ensure that disadvantaged users are included in the JDN.  Satellites link geographically dispersed users in near real-time without consuming limited tactical bandwidth.

	Joint Force
	A general term applied to a force composed of significant elements, assigned or attached, of two or more Military Departments operating under a single joint force commander.

	Joint Planning Network (JPN)
	A collection of non-real-time and near real-time communication and information systems.  It provides a distributed collaborative planning capability, automated decision aids, and a means for distributing plans within theater.  The core of the JPN is the Global Command and Control System (GCCS) operating in the Defense Information Infrastructure Common Operating Environment (DII COE).

	Joint Task Force
	A joint force that is constituted and so designated by the Secretary of Defense, a combatant commander, a sub-unified commander, or an existing joint task force commander.

	Kinematics
	Position, Velocity, and Acceleration.

	Manual Track
	A track that is entered and updated by an operator.  It may represent an object not seen by current sensors or provide a different representation of an entity than is currently being depicted by the sensors.  In addition to system track correlation, the operator has the ability to associate or correlate this track with other tracks.

	Measurement
	A sensor-derived detection, contact, hit, or observation at a given point in time.

	Measurement Report
	A detection from a single sensor which has not yet been subjected to an association process.

	Mission
	The task, together with the purpose, that clearly indicates the action to be taken and the reason for that action.

	Mission Essential Task (MET)
	A task selected by a force commander from the Universal Navy Task List (UNTL) deemed essential to mission accomplishment.

	Mission Essential Task List (METL)
	A list of tasks considered essential to the accomplishment of assigned or anticipated missions. A METL includes associated conditions and standards and may identify command-linked and supporting tasks.

	Model 4
	TADIL A Taxonomy (Link-11)

	Model 5
	TADIL J Taxonomy (Link-16)

	Multi-Sensor Correlated Track
	A representation of an entity that is formed by correlating track reports using various methods based upon time latency of the given tracks.  These multiple tracks are correlated to form one representation of the track.

	Navy Tactical Task List (NTTL)
	The comprehensive list of Navy and Coast Guard (Department of Defense related missions) tasks at the Tactical level of war

	Near-Real Time (Tracks)
	(1) Near-Real-Time Tracks are generated by real-time sensors on remote units, whose delivery latencies are sufficiently large that while they can be used to help decide to engage on the target, they cannot be used to fire on the target.  The data is primarily used for situational awareness.  (2) The timelines of the data or information have been delayed by the time required for electronic communications and automatic data processing. 7P1 SS

	Non-Functional Requirements
	Requirements that are not functional, such as the ones below, are sometimes called non-functional requirements.  Many requirements are non-functional, and describe only attributes of the system or attributes of the system environment.  Although some of these may be captured in Use Cases, those that cannot may be specified in Supplementary Specifications.  Non-Functional requirements are those that address issues such as Reliability, Performance, Supportability, Constraints, and Physical Matters.

	Non-Real Time (Tracks)
	(1) Non-Real-Time Tracks have latencies that nominally range from 15 seconds up to days.  (2) The timelines of the data or information have been delayed such that the data or information has questionable utility beyond situational awareness.  7P1 SS

	Other Tactical Data
	Data of a non-kinematic, non-sensor-processed nature including intelligence, imagery, voice, context information (e.g., commercial air and shipping lanes, political boundaries).

	Quality of Service (QoS)
	A defined level of performance that adapts to the environment in which it is operating.  QoS may be requested by the user of the information and the level of QoS provided will be assigned based on the request, the available capabilities of the provider, and the priority of the user.

	Real Time (Tracks)
	(1) Real-Time Tracks are generated by sensors whose delivery latencies are sufficiently small to enable them to be utilized to participate in anti-air warfare (AAW), i.e., to form composite tracks for situational awareness and also of sufficient quality to engage and fire on the target (“quality” is weapon dependent).  The key issue is the latency of the arrival and subsequent usage of the track data.  Periodicity is also a component of track quality.  (2) Pertaining to a system or mode of operation in which computation is performed during the actual time that an external process occurs, in order that the computation results can be used to control, monitor or respond in a timely manner to the external process.

	Request for Information (RFI)
	Any specific time-sensitive ad hoc requirement for intelligence information or products to support an on-going crisis or operation not necessarily related to standing requirements or scheduled intelligence production.  A RFI can be initiated to respond to operation requirements and will be validated in accordance with the theater command’s procedures.

	Requirement
	Describes a condition or capability to which a system must conform; either derived directly from user needs, or stated in a contract, standard, specification, or other formally imposed document.  A desired feature, property, or behavior of a system.  A capability that the system must deliver.

	Sea Basing
	Projecting Joint Operational Independence through the extended reach of networked weapons and sensors.  Capabilities include: Enhanced afloat positioning of joint assets; Offensive and defensive power projection; Command and control; Integrated joint logistics; and Accelerated deployment and employment timelines.

	Sea Shield
	Takes Naval defense beyond unit and task-force defense to provide the nation with sea-based theater and strategic defense.  Capabilities include: Homeland defense; Sea and littoral superiority; Theater air missile defense; and Force entry enabling.

	Sea Strike
	Describes the capabilities of naval forces to project decisive and persistent offensive power anywhere in the world.  Capabilities include: Persistent intelligence, surveillance, and reconnaissance; Time-sensitive strike; Electronic warfare/ and information operations; Ship-to-objective maneuver; and Covert strike. 

	Supporting Source Track
	A composite/collaborative track, a multi-sensor correlated track, a manual track, or an INTEL-generated track that is the basis for declaring the existence of a system track.

	Supporting Task
	Specific activities that contribute to the accomplishment of a joint mission essential task.  Supporting tasks are accomplished at the same command level or by subordinate elements of a joint force (i.e., joint staff, functional components, etc.)

	System Time
	Represents the time standard used within the combat system, including the local source of Universal Coordinated Time (UTC), a system-wide monotonically increasing reference time, as well as other representations of the system-wide reference time.

	System Track
	A platform-specific representation of an individual entity, identified by a unique system track number, containing one or more track state vectors and uncertainties, as well as associated attributes, attribute uncertainties, and data valid time.

	Task
	A discrete event or action, not specific to a single unit, weapon system, or individual that enables a mission or function to be accomplished.

	Track
	(1) A set of detections, contacts, hits or observations, generated by the same real object in the environment.  It is identified by a track number, and has intrinsic and derived attributes associated with it.  (2) A series of related contacts displayed on a data display console or other display device.  (3) To display or record the successive positions of a moving object.

	Track Kinematics
	A track state vector that represents the best understanding of the entity’s position and movement at a defined point in time with the objective of predicting the entity’s future position if it maintains a consistent direction of movement.

	Track Number
	The unique or alphanumeric identifier associated with a specific set of track data representing a vehicular object, point, line of bearing, fix, or area of probability.

	Track Quality (TQ)
	A numerical value assigned to a track computed from data related to the past tracking performance on the track, representing the accuracy of the track position.

	Track State
	Smoothed position and velocity representation of an individual object, which minimizes the RMS errors in estimates of the closest point of approach and time of closest point of approach.

	Track, Local
	A track established within a unit based on sensor measurements derived from the local platforms sensors.

	Track, Remote
	A track established by a remote unit, or group of units, and supplied to the local platform.

	Unassociated Measurement Report (UMR)
	(1) A sensor measurement that has been processed by the originating sensor for clutter rejection and meets defined signal-to-noise parameters, but has not been associated to a track.  (2) A Measurement Report from a single sensor that has not been successfully associated with an existing composite or single-sensor track and which may be the initial detection of a new entity.

	Universal Joint Task List (UJTL)
	The comprehensive list of tasks at the Strategic and Operational levels of war.  A menu of capabilities (mission-derived tasks with associated conditions and standards, i.e., the tools) that may be selected by a joint force commander to accomplish the assigned mission.  Once identified as essential to mission accomplishment the tasks are reflected within the command joint mission essential task list.

	Universal Navy Task List (UNTL)
	UNTL = UJTL + NTTL

	Use Case
	Describes a sequence of actions, performed by a system, that yields a result of value to a user.  A description of a set of actions, including variants, that a system performs that yields an observable result of value to a particular actor. (UML)

	Use Case Survey
	A list of names and perhaps brief descriptions of use cases associated with a system, component, or other logical or physical entity.

	Use-Case Model
	A model that describes a system’s functional requirements in terms of use cases.  Consists of all the actors of the system and all the various use cases by which the actor interact with the system, thereby describing the totality of the functional behavior of the system.

	Warfare System
	All shipboard tactical systems, and tactical mission support systems, such as weapons, sensors, command and control, navigation, aviation support systems, mission planning, intelligence, surveillance and reconnaissance, interior and exterior communications, topside design, and warfare system networks.  Source: N00178-04-R-2010, Aircraft Carrier Warfare Systems Support.
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APPENDIX A: NAVY OPERATIONAL ANALYSIS 

Transformation

The vision of the Joint Chiefs of Staff (JCS) for future warfare is full spectrum dominance.  To achieve this requires the information superiority, decision superiority and effectiveness superiority across the land, sea, air and space domains.  Achieving the necessary superiorities requires joint total situational awareness, joint collaborative Command, Control and Communication (C3), and joint massed effects.  Therefore the core competencies of the individual services must be brought together to create a truly joint force.  In order to facilitate this change the Department of Defense has instituted a plan to transform the current military capability to the future vision.  This transformation plan will be changing the way we think and fight.

Based on the future warfare vision, future naval units will be required to work as seamless entities within a joint warfare environment.  Further requirements will also include working with government agency and allied partners. Therefore, the transformation of naval systems must include in-depth knowledge of how joint warfare will be planed and conducted.  This knowledge will provide the necessary understanding of how the services, agencies and allied partners will organize and fight.

Universal Joint Task List (UJTL)

The guide for joint service, agency, and allied warfare planning and execution is the Universal Joint Task List (UJTL) (CJCSM 3500.04).  The UJTL serves as a common language and common reference system for joint force commanders, combat support agencies, operational planners, combat developers, and trainers to communicate mission requirements.  It is the basic language for development of a joint mission essential task list (JMETL), or agency mission essential task list (AMETL), that identifies required capabilities for mission success.  The Universal Joint Task List (UJTL), when augmented with the Service task lists, is a comprehensive integrated menu of functional tasks, conditions, measures, and criteria supporting all levels of the Department of Defense in executing the National Military Strategy.

Universal Naval Task List (UNTL)

The Universal Navy Task List (UNTL) is a single source document that combines the Universal Joint Task List (UJTL), reference (a), with the Navy Tactical Task List (NTTL).  The UNTL is architecturally linked to the UJTL by also including the UJTL’s Strategic-National (SN), Strategic-Theater (ST) and Operational (OP) levels of war tasks.  The UNTL is designed as an interoperability tool for joint force and naval commanders to use as a master menu of tasks, conditions, and measures that provides a common language and structure for the development of Navy Mission Essential Task Lists (NMETLs).  The UNTL is a combination of both the Universal Joint Task List (Strategic and Operational levels of war tasks) and the Navy Tactical Task List (NTTL).  The UNTL (UJTL + NTTL) contains a comprehensive hierarchical listing of the tasks that can be performed by a navy force, describes the variables in the environment that can affect the performance of a given task, and provides measures of performance that can be applied by a commander to set a standard of expected performance.  The UNTL identifies “what” is to be performed in terms common to all Services.  The UNTL does not address “how “a task is to be performed (found in Joint or Service doctrine or tactics, technique, and procedures), or “who” is to perform the task (found in the Commander’s concept of operations).

A Navy Mission Essential Task List (NMETL) is developed in support of a commander’s assigned mission.  Through careful analysis of an assigned mission, the commander will arrive at a set of mission-based requirements.  These requirements are then expressed in terms of the essential tasks to be performed, the conditions under which these tasks will be performed, and the standards to which these tasks must be performed.

OA Analysis Process

The OA analysis process is based on the premise that “we train as we fight and we fight as we train”.  Therefore, our overall approach used the Universal Navy Task List (UNTL) (OPNAVINST 3500.38A UNTL Version 2.0) as the task to be performed and the Required Operational Capability (ROC) (OPNAVINST 3501.2J) as the resources to execute the task.  The tasks to be performed were further categorized in accordance with Joint Pub 3-3 (JP 3-33) definition of naval warfighting.  Naval warfighting is task- or mission-focused and involves two of the Navy’s critical operational capabilities: battle space dominance and power projection.  A third critical operational capability, command, control, and surveillance, largely enables battle space dominance and power projection.  Air and space forces are an integral part of all of these capabilities.  

Battle Space Dominance

Battle space dominance is defined as the control of specific air and sea regions from which the Navy can project power.  Battle space dominance means establishing and maintaining a zone of superiority that moves with the force.  This includes superiority in the air, at sea, on land, under the sea, in space, and in the electromagnetic spectrum. Normally, battle space dominance establishes a controlled environment before projecting power ashore, but operations can be concurrent and complementary.  Battle space dominance involves the following primary tasks; air warfare, surface warfare, undersea warfare, mine warfare, and information warfare.

Power Projection

Power projection is the attack of targets ashore, amphibious assault operations, and the sea control operations to support them.  Power projection extends the range of battle space dominance over enemy territory.  Some of the primary tasks of power projection are strike warfare, attacks and raids, amphibious warfare, maritime pre-positioning force operations, and naval special warfare.

Command, Control, and Surveillance

Command, control, and surveillance is a prerequisite to all other critical operational capabilities.  The Navy realizes this capability in a concept called network-centric warfare (NCW).  Network grids permit real-time sharing of information allowing dispersed assets to concentrate firepower for maximum effect.  Designed to be interoperable with national-level and sister-service systems, NCW will maximize joint combat power.

Navy Tasks (NTA)

The Navy Tasks (NTA) identified in the UNTL were placed in an MS ACCESS database, along with the operational requirements from OPNAVINST 3501.2J (ROC).  The lowest level NTAs were then carefully sorted into the Navy warfighting categories specified by JP 3-33.  This process allows sorted warfighting requirements to be mapped to the warfighting resources that execute the task.  In order to treat each warfare area as generic as possible, a modified version of John Boyd’s Observe, Orient, Decide and Act (OODA) loop was used.

Modified OODA

In order to more closely mimic what happens in the fleet, a “Plan” function has been added to OODA.  This supports the development of a Concept of Operations (CONOPs) based on the orders received from outside of the battle force.  These CONOPS would be used to coordinate all units assigned to the task force.  “Observe” can be translated to perform Intelligence, Surveillance, and Reconnaissance (ISR) or collect intelligence.  ISR is generally performed at all times while a BF is under way.  “Orient” can be translated to “Assess”, i.e., to perform situation assessment.  “Decide” can be translated to decision, developing a plan of action for the current situation.  “Act” can be translated to execute the plan of action (POA).  The OODA loop seemed more appropriate to handle the multitude of concurrent operations that go on during warfighting.
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Figure A‑1.  Modified OODA

This approach builds a cross mapping of task-to-resources to execute the task, thus supporting analysis of capability required versus capability provided.  Further analysis can be performed to glean common task and resources across the BF.  In addition to this, as common tasks are identified, the minimum information required for each instance of commonality can be identified.  This then becomes the beginning of an Interface Requirements Document (IRS).  The list of tasks that are required to conduct the warfare areas are designated warfare threads.  The warfare threads can be further expanded to include metrics and conditions for each task contained in a thread.  However, the metrics and conditions are unique to a campaign, and are therefore not currently placed in the database.  The total tasks identified become the total system capabilities.  Of the total set of tasks, some percent are common; these become the common requirements across the BF.

Further analysis can be performed at the NTA metric level to determine the total set of performance metrics that have to be met to successfully achieve the assigned mission.  The ROCs for specific ships can be decomposed to glean the performance, both required and delivered, from the systems that make up the particular ship.   Not only can strengths and weaknesses be identified, but need priorities can be determined based on the theater of operations.

Naval Operational Analysis Tool (NOAT)

To facilitate the analysis of warfighting tasks to the ROCs and maintain the associated task metrics, a tool has been developed.  The Naval Operational Analysis Tool (NOAT) has greatly enhanced the handling of massive amounts of information used to support the analysis.  NOAT is a group of MS Visual Basic processes that manipulate the MS Access database.  As stated previously, the database contains the lowest level NTA specified by the UNTL, including the metrics for each task.  The database also includes the operational requirements for each BF unit derived from OPNAVINST 3501.2J.  

Associations and linkages have been made between warfare mission areas specified by JP 3-33 and the task required to achieve the missions, and the resources required to execute the missions.  This information is presented in various screen display formats.  This information can also be printed for each warfare mission area.  The information presented for a warfare mission area consists of all tasks required to plan, observe, assess, decide, and execute the mission; thus providing a warfare thread.  All tasks in a warfare thread can have the specific metrics for that task presented, including all of the resources as specified by the unit’s ROCs.  Various searches using multiple search criteria can be made, thus enabling the identification of any specific type of warfighting task or operational requirement information across the BF.


















































































� All shipboard tactical systems, and tactical mission support systems, such as weapons, sensors, command and control, navigation, aviation support systems, mission planning, intelligence, surveillance and reconnaissance, interior and exterior communications, topside design, and warfare system networks.


� Clark, ADM Vern, “Sea Power 21 -- Projecting Decisive Joint Capabilities”, Proceedings, October 2002


� FORCEnet Overview and Summary Information (AV-1), 27 Feb 2003


� A report from a device that is able to discern entities from other environmental characteristics.  This report has not yet been subject to false report determination or association or correlation processes.


� A real-world object (RWO) in the environment of interest to the problem domain.  An entity may be a vehicular object (capable of movement, but which may or may not be moving when observed), a stationary object (which is incapable of moving), or an RF or acoustic emission along a line of bearing from an emitting entity.


� Developed from the Office of the Chief of Naval Operations Instruction (OPNAVINST) 3501.2J (31 May 1996); these warfare areas are currently being updated.


� Assets include any sensor, weapon, aircraft, boat, unmanned air vehicle (UAV), etc., directly controlled by own ship.


� Numbers equate to those in � REF _Ref55619215 \h � \* MERGEFORMAT �Figure 2�12�


� Anti-Submarine Warfare and Mine Warfare are subsets of Undersea Warfare (USW).


� Information Warfare includes Command and Control Warfare (C2W) and Electronic Warfare (EW).  For the purpose of this analysis EW is addressed as an integral part of the other warfare mission area use cases.


� Presented by Malan and Bredemeyer at Comdex 98


� Bass, Clements, and Kazman. Software Architecture in Practice, Addison-Wesley 1997
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