N3/N5 Taskers Implementation

Lessons Learned

Management of Expectations:  

From their previous experience on the Joint Staff, several members of the N3/N5 leadership expected Taskers to work similar to the Joint Staff system (JSAPS).  In particular, they were expecting the ability to continue the electronic routing of taskers through the front office from EA's, to the Deputy and ultimately the Director for approval.

While happy that we are taking steps towards offering this ability, it was somewhat of a letdown that I would have preferred to avoid.  Looking back, we could have probably done a better job of briefing the flags on exactly how the system worked but we honestly felt as though they, like N4, would still prefer the front office routing on paper.  I suspect a few more directorates will desire electronic routing capability within the front office so I recommend that we formally document this change request.

Scrub the User Directory:  

For the most part, N3/N5's user directory is fairly well populated.  Most of the users have taken the time to go into their business card and add all pertinent information.  That being said, there were still many who had not even looked at their directory entry or who entered data incorrectly (emails in the wrong place).  I know our developers have created some agents to fill in the new classified email field, but I would still suggest an email from the Deployment Coordinator to the users stressing the importance of verifying their email address and updating their Areas of Responsibility (AORs).  I recommend that each X.Systems Engagement Manager (EM) and directorate Deployment Coordinator sit down and go through the directory and make sure that those individuals who have left their directorate have been deleted from the system. While it does not affect the system operation, I see it as a credibility issue for the system as a whole that becomes more apparent when "long gone" individuals pop up as being available for a tasker.  Currently, you must call the HQWeb Help Desk to complete a deletion (and they should ask you if you want to substitute a new user as a replacement POC for an old user).   One of the planned changes is to provide the CMs and DCs the ability to directly delete and substitute users.

Permissions / Notification Emails:  

Performing a mental walk through of the Tasker process for each division will help you minimize the number of people inappropriately omitted from the Access Control Lists (ACLs) and email notification lists.  For N3/N5, we made a conscious decision not to give the Front Office Staff (EA's, Deputy, Director) the ability to call a "Tasker Complete" because we were afraid that it would prematurely “fall off the scope “of those actually tracking the tasker in the Secretariat.  A completed tasker does not disappear but it does not show up in the “Open” category.

Something that we didn't do was give the "Bravo" permission to unmark a tasker submitted as "Division Complete".  Not a huge issue, but it left a little egg on our face when we did a demo for the N3/N5 Deputy Director.  I hate egg on my face.  A check for this has been incorporated into the test plan.

Backfill the Tasker System:   

LT Clifford Collins in JACO had a great idea to input the existing N3/N5 taskers into the system.  Although they did not have attachments associated with them, these placeholders provided a means of transitioning the tracking of taskers online and provided a more meaningful example for training and demonstration.  

This tactic proved to be an eye-opener for many in the directorate when they realized the number of outstanding N3/N5 taskers.  I especially enjoyed the reaction of one of the division deputies upon receiving his first tasker.  Following its submittal from JACO, I walked down to his office to make sure he got an email notification and that he knew how to use the system.  He was amazed as all of his division's overdue taskers were there on the screen in living Technicolor for the rest of the world to see.

It is Never Too Early to Start Testing:  

I would have liked more time to test the system.  Yes, this is rather obvious, but the last minute dash to deliver to the customer seems to really drive this point home (like a frying pan to the face).  At the end of the day however, this may just be a fact of life given our task to distort time and space to field the system early.  This would also be a good point to put in a shameless suck-up to the developers who absolutely amazed me with their turnaround on the product.  In a span of 24-hours I went from sheer terror to feeling pretty good about our progress.  We should continue to feed them well.

Tester Training is Critical:  It is absolutely necessary to have some training on the system before you begin testing.  Yes, the system is rather intuitive, but there are a few nuances that we just didn't understand until we actually started testing.  Ensure you sit down with your n-code testers before they start testing.

Less Training Sessions:  I believe the jury is still out on this one. N3/N5 did not have an "overly robust" turnout for training until our leadership sent a strong message.  One thought was that there were too many training opportunities allowing folks to push off training till the end   My recommendation for smaller n-codes, such as N093 and N096, which each have approximately 30 folks each, is to schedule one or two mandatory sessions.  Both deployment coordinators are also on board with this idea.

Front Office Training:  Our initial thought was to have this training during the same week as the AO training.  I think it should be moved to the week of system cutover so that we actually have a working product to show the "bigwigs".

