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1.  General Description of Operational Capability.


a.  Mission Need Statement (MNS) Summary.  The Department of the Army (DA) approved MNS for the Integrated Combat Service Support System (ICS3), dated 23 May 1995 supports the Global Combat Support System-Army (GCSS‑Army).  The MNS identified the need to optimize efficiency of automation, effectively integrate functional software, and provide reliable, timely, and sufficient communications.  Key operational capabilities of GCSS‑Army will incorporate:  

· Advanced technology products of the computer industry. 

· Automated source data entry devices, distributed databases, and multitask processing, streamlined combat service support (CSS) business practices to reduce the proliferation of automated information systems (AIS), same data inputs, and duplicative tasks.

· Shared standardized data. 

· Horizontal and vertical access to more information across the total CSS structure.

· Communications initiated from within functional applications.
The GCSS‑Army will be a catalyst for attaining the CSS automation objectives which support the:  

· Army Strategic Logistics Plan (ASLP), Army Strategic Mobility Plan (ASMP), and Total Distribution Action Plan (TDAP). 

· Concepts for Battlefield Distribution (BD), Velocity Management (VM), and Total Asset Visibility (TAV).

· Army Enterprise Strategy (AES).  


b.  Overall Mission Area.  GCSS‑Army will be the business automation enabler for the Army, i.e., Active Army, Army Reserve, and National Guard, for interfacing and integrating information and enterprise systems across the combat service support (CSS) mission areas.  It will support Force XXI, the revolution in military logistics (RML), Joint Vision 2010, Brigade Combat Team Concept (BCT), and will be the catalyst for the CSS automation initiatives which support the Army After Next (AAN).  The GCSS‑Army supports the CSS functions of manning, arming, fixing, fueling, moving, and sustaining soldiers and their systems at all echelons.  The GCSS-Army is a member of the Global Combat Service Support (GCSS) family of systems.  The GCSS-Army is implemented under the guidance of the GCSS Capstone Requirements Document (CRD).  The GCSS-Army feeds functional CSS information from the Army’s tactical and operational levels to GCSS to support the National Command Authority (NCA), Commander-in-Chiefs (CINCs), Departments, and Staffs requirements.  The system uses common services and will comply with the standards of Defense Information Infrastructure (DII) and Joint Technical Architecture (JTA).  GCSS-Army will send and receive data from the web-based shared data environment (SHADE) provided through GCSS.  The GCSS‑Army supports the following consolidated Training and Doctrine Command (TRADOC) future operational capabilities (FOC) that encompass other proponent FOC:

	NUMBER
	TITLE

	TR 97‑002
	Situational Awareness

	TR 97‑003
	Mission Planning and Rehearsal

	TR 97‑007
	Battlefield Information Passage

	TR 97‑008
	Power Projection and Sustaining Base (PPSB) Operations

	TR 97‑009
	Communications Transport Systems

	TR 97‑010
	Tactical Communications

	TR 97‑011
	Information Services

	TR 97‑012
	Information Systems

	TR 97‑013
	Network Management

	TR 97‑014
	Hands Free Equipment Operation

	TR 97‑015R
	Battlespace Visualization

	TR 97‑016
	Information Analysis

	TR 97‑017R
	Information Display

	TR 97‑018
	Relevant Information and Intelligence

	TR 97‑019R
	Information Protection

	TR 97‑020R
	Information Collection

	TR 97‑024
	Combat Support/Combat Service Support Mobility

	TR 97‑026
	Deployability

	TR 97‑027
	Navigation

	TR 97‑029
	Sustainment

	TR 97‑030
	Sustainment Maintenance

	TR 97‑031
	Sustainment Services

	TR 97‑032
	Sustainment Logistics Support

	TR 97‑033
	Sustainment Transportation

	TR 97‑034
	Enemy Prisoner of War/Civilian Internee (EPW/CI) Operations

	TR 97‑035
	Power Source and Accessories

	TR 97‑038
	Casualty Care, Patient Treatment and Area Management

	TR 97‑053
	Embedded Training

	TR 97‑058
	Commander and Battle Staff Training



c.  Type of System Proposed.  Development of GCSS‑Army will not be a “new start” program.  The program will follow a three‑tier evolutionary development strategy.  Tier I will integrate, streamline, and modernize current Standard Army Management Information Systems (STAMIS).  Tier II will implement product improvements that integrate wholesale and retail CSS based on business process reengineering (BPR).  Tier III will achieve joint systems interoperability.  This three-tier development scheme will use innovative system acquisition processes that improve CSS AIS based on business process reengineering.  All tiers will comply with the applicable information technology (IT) standards contained in the Department of Defense (DoD) Joint Technical Architecture (JTA), the Joint Technical Architecture‑Army (JTA‑Army), and migration to the Defense Information Infrastructure (DII) Common Operating Environment (COE).  All tiers will be capable of using web-based technologies by fiscal year (FY) 04 for early deploying forces and FY06 for the remainder of forces in accordance with (IAW) DoD Reform Initiative Directive (DRID) # 54 – Logistics Transformation Plans.  Incremental block developments in each software build will meet all operational, environmental, and performance requirements as developed in functional and technical documents for the system. 


d.  Mission Requirements.  While GCSS‑Army supports situational awareness for command and control (C2), its primary purpose is to integrate CS and CSS business information for the Army. The GCSS‑Army will be the Army’s seamless, integrated, modular, and interactive CSS information management and operations system at all force support levels.  The databases and processes of the application programs will accommodate system operation in network/ information centric environment that incorporates DoD standard data.  The system will reside on commercial‑off‑the‑shelf (COTS) non‑developmental item (NDI) computer equipment procured through the Standard Army Computer Program (STACOMP) or equivalent program.  The modular design of GCSS‑Army will allow the system to be tailored to accommodate CSS missions and organizations.  Communications interfaces and protocols will be integral to GCSS‑Army so that internal and external transmissions will be initiated from within the functional applications and not as a separate user process.  The GCSS‑Army will provide CSS elements a responsive and efficient capability to rapidly anticipate, allocate, and synchronize the flow of resources, services, and information among sustaining base elements and supported units at the strategic, operational, and tactical force levels. 


e.  Operational Concept Description.  GCSS-Army will be a system for the warfighter.  It provides the primary underpinning for C2 and situational awareness through its interfaces with the Army Battle Command System (ABCS).  The C2 link to ABCS will initially be made through GCSS‑Army interfaces with the Combat Service Support Control System (CSSCS) and the Force XXI Battle Command‑Brigade and Below (FBCB2) systems. The interface between FBCB2 and GCSS-Army will also enable GCSS-Army to receive call for support messages as well as information about on-board ammunition and fuel, passage of maintenance diagnostic and prognostic information, and free-text messages.  These capabilities are critical enablers for the BCT Concept. The precise details of the interface between FBCB2 are contained in Information Exchange Requirements (IER) prepared as part of the C4RDP process.  The table below shows general information about the types of data to be passed.  The frequency of all is shown “as required” because the interface will be used only when necessary, and will be limited to critical and time-sensitive requirements.  In some cases, especially in the BCT, FBCB2 will be used as a conduit between two GCSS-Army sites, such as with a supply request.  At this time, all interface requirements will consist of unclassified data.

	1

Event
	2

Information Characterization
	3

Sending Node
	4

Receiving Node
	5

Format
	6

Frequency

	Call for Support
	Logistics
	FBCB2
	GCSS-Army
	Data
	As Required

	Prognostic/Diagnostic

Information
	Maintenance
	
	
	Data or

Graphics
	As Required

	Situational Information
	Awareness
	
	
	Text or

Graphics
	As Required

	Supply Request
	Supply
	
	
	Data or Text
	As Required

	Personnel Status
	Personnel
	
	
	Data or Text
	As Required

	Supply Request
	Supply
	GCSS-A
	FBCB2
	Data or Text
	As Required

	Supply Status
	Supply
	
	
	Data or Text
	As Required

	Response to Call  for Support
	Logistics
	
	
	Data or Text
	As Required

	Maintenance Information
	Maintenance
	
	
	Text, Data or Graphics
	As Required


The GCSS Army will support joint, allied, split base, task force, and mobilization operations and provide data and data access services to all C2 systems to enable integration of CSS information into the appropriate command and control structure.  As a result of BPR, GCSS Army will streamline CSS functionality to reduce the proliferation of AIS, redundant data, and duplicative tasks.  It will use DoD standard data and provide horizontal and vertical access to information across the total CSS structure.  GCSS-Army will provide shop level Course of Action (COA) tools for classes of supply (less Classes VI, VIII, and X), maintenance, and transportation.  COA will only provide data on sensitive but unclassified data.  Mapping capability will be integrated into the COA tools.  COA tools will provide the capability to perform analysis for 30 days in 1-hour increments and 90 days in 24-hour increments.  These tools will provide at least two alternate courses of action for a given situation. COA analysis results will be exportable to presentation and spreadsheet applications for viewing and editing.  The GCSS Army will be employed by every unit in the Army force structure.  The three tiers of evolutionary development are discussed below.



(1) Tier I ‑ Initial Operational Capability (Integration and Modernization).  In this tier, an initial operational capability (IOC) will be developed through incremental integration and modernization of current STAMIS.  This tier will provide an integrated baseline CSS capability through technology insertions, functional process improvements, BPR, and the planned interfaces with other AIS.  Automated tools will be developed for data migration and data conversion between GCSS-Army, STAMIS, and other AIS to ensure minimal data entry is required.




(a) The GCSS‑Army will be the Army’s AIS to modernize and integrate the capabilities of existing STAMIS.  Those capabilities to be integrated will include supply, property, ammunition, and maintenance (including medical) functions with significant enhancements.  The principal  STAMIS to be functionally integrated include the Unit Level Logistics System (ULLS), Standard Army Retail Supply System (SARSS), Standard Property Book System – Redesign (SPBS‑R), Standard Army Ammunition System (SAAS), and the Standard Army Maintenance System (SAMS).  The GCSS‑Army modules include:  

· A modernized supply and property module that integrates supply operations and property accountability in all units.  

· A modernized maintenance module that integrates maintenance operations (ground, aviation, missile, medical, and water equipment, etc.) at all levels of maintenance excluding depot.  This module will also include integration of the Digital Aviation Logistics – Prototype (DAL-P) as well as common enabling technologies falling under the Army Diagnostic Improvement Program (ADIP).
· A modernized ammunition module that integrates Class V management and operations.

· A modernized supply support activity module that integrates the supply management and operations at supply support activities and their attendant storage sites.

· A modernized and integrated materiel management module that integrates supply, property, ammunition, and maintenance management in all Table of Organization and Equipment (TOE) and installation materiel management organizations.

· A management module that integrates information from multifunctional CSS data sources and allows for data exchange with other GCSS‑Army modules and external AIS. 




(b) In addition to the replacement of legacy system functions of the logistics STAMIS above, a variety of functional enhancements are planned for incremental block development.  These capabilities provide automation tools and functional applications that support other CSS mission requirements, including:
· Food Service Operations including tactical and garrison operations.
· Troop Issue Subsistence Operations including tactical and garrison operations. 

· Operational Law and Legal Services Operations. 

· Religious Support and Unit Ministry Team Operations to include integration of the Battlefield Ministration Tracking System (BMTS). 

· Mortuary and Memorial Affairs Operations. 

· Class III Bulk Accountability and Distribution. 

· Central Issue Facility Operations and Accounting for Organizational Clothing and Individual Equipment. 
· Clothing Issue Point Operations.
· Water Supply Operations.

· Finance Unit Operations to include installation and deployed financial management operations.

· Arms Room and Tool Room Operations. 

· Forward Maintenance Support Team, Contact Team, and Equipment Recovery Team Operations. 

· Telemaintenance.

· Biometrics.  Providing the capability to identify soldiers through the use of digital fingerprints, eye patterns, etc.

· Individual Maintenance/Supply Personnel, Combined GCSS-Army/Electronic Technical Manual (ETM)/Interactive Electronic Technical Manual (IETM) /Test Measurement Diagnostic Equipment (TMDE) Device.

· Automatic Identification Technology (AIT).

(c) Detailed functional requirements for each area listed in (a) and (b) above are in the GCSS-Army High Level Functional Description (HLFD).  




(d) The GCSS‑Army will establish interfaces so that users can gain access to information and exchange operational data in the areas of personnel, legal, religious, medical, finance, transportation, training, unit administration, and other CSS functional areas.  Some examples of these interfaces include the: Standard Installation/Division Personnel System (SIDPERS), Defense Integrated Manpower Human Resources System (DIMHRS), Tactical Personnel System (TPS), Legal Assistance Automation Worldwide System (LAAWS), Defense Finance Battlefield System (DFBS), Defense Medical Logistics Standard System (DMLSS), Defense Casualty Information Processing System (DCIPS), Transportation Coordinator's Automated Information for Movement System (TC AIMS II), Movement Tracking System (MTS), Automated Aircraft Load Planning System (AALPS), Force Provider Maintain, Account, Sustain, and Train (MAST) System, Standard Procurement System (SPS), Defense Messaging System (DMS), and the Battlefield Combat Identification System (BCIS).  The GCSS‑Army will initially establish interfaces to weapon system data collectors and automated diagnostic and prognostic systems such as the: Voice Activated Data Recorder (VADR), Soldier Portable On‑System Repair Tool (SPORT),  Health Usage and Monitoring System (HUMS), Longbow Integrated Maintenance Support System (LIMSS), and the Digital Source Collector (DSC).  The predictive maintenance and trend analysis of the Failure Analysis and Maintenance Planning System (FAMPS) will be integrated so that selected data from weapons system processors and automated diagnostic tools will be transmitted where needed to support fleet management, trend analysis, and other purposes.  The GCSS-Army will support the emerging concept of telemaintenance.  During development, external system interfaces will be established and data elements standardized until the required functionality of each CSS AIS is integrated into the overall GCSS‑Army system architecture.  The system will be operated at all support levels horizontally and vertically and between tactical units and support elements in the field and at installations.  The activities and units responsible for CSS support will have GCSS‑Army fielded with only the functional applications needed to perform mission tasks at the appropriate level of support.  The system will interface with AIT devices, and provide voice integration capabilities, single source data entry, and data element standardization. The use of RF tags, optical cards, SMART cards, memory buttons, soldier identification cards, and devices will be widespread in GCSS-Army, with many applications in virtually all modules.  These features will enable users to have a common view of the battlefield and establish critical links to sustaining base systems that can distribute the right amount of CSS support when and where needed. 




(e)  All components of GCSS‑Army must communicate flexibly.  Components will exchange data electronically over wire and wireless networks via the following services:

· Area common user system (ACUS), i.e., the current tactical packet network (TPN) and circuit switched network and the future warfighter information network (WIN).

· Other commercial wireless networks (Army standard if available).

· Defense information switched network (DISN).

· Foreign and domestic common user installation transport network (CUITN) services.

· World Wide Web - Internet.

· Defense Messaging System (DMS) for official E-mail transmissions.

Backup courier services (sneaker net) will be used only as necessary to transfer data on removable storage media.  The GCSS‑Army will be operated in all environments to include peace, war or national emergency, small scale contingencies, and stability and support operations (SASO).



(2)  Tier II ‑ Enhanced Operational Capability (Wholesale and Retail Integration).  The objective of Tier II is to achieve optimum levels of functional and technical integration between the supporting systems of the national sustaining base and the supported systems of customer units and activities with a view toward attaining a seamless Army Logistics System.  Tier I  systems and processes will be integrated with re-engineered sustaining base processes and information technology.  Tier II will take advantage of the currently available wholesale and retail information systems and capabilities, perform business process reengineering (BPR), and integrate components of those initiatives which support the reengineered processes.  Development in this tier will serve as an instrument for streamlining common Army business processes at all echelons relating to such sustaining base CSS functions as: requirements determination, procurement, production, rebuild, receipt, accounting, storage, issue, and distribution of materiel.  Throughout the ongoing parallel development of each tier, previous blocks of GCSS‑Army will capitalize on more mature advanced technology and modernization dynamics that are being driven by many initiatives.  Increments developed in Tier II will implement current sustaining base system capabilities, reduce transition turmoil and minimize development costs by integrating valued components of original programs and initiatives, and incorporate commercial logistics technologies which have shown themselves to be the most efficient and effective.  Examples of such technologies are:

· Advanced optimization techniques

· Capacity planning

· Materiel Requirements Planning

· Distribution Resource Planning

· Workflow management

· Automatic tracking and alert mechanisms

· Supply chain network planning

These programs, initiatives, and technologies will become, in total or in part, enhanced operational capabilities within Tier II of GCSS‑Army.  The functionality in Tier I will be expanded in Tier II to provide shared access to relevant standard Army data and information processing between national sustaining base and customer unit databases.  The desired result is a seamless enterprise solution where transactions flow unimpeded to all authorized users at all levels regardless of location.  Through BPR, the enterprise system will contain proven commercial best practices for global integrated supply chain and distribution management.  When complete, Tier II of GCSS‑Army will enable distribution-based logistics that supports Force XXI, the IBCT, and Transformation (objective force) and form a basis for new technology enhancements in AAN.




(a) Integration Requirements.  The enhanced operational capability of GCSS‑Army must sustain all current legacy system interfaces until requirements for these interfaces are either eliminated or validated in concert with “best industry practices.”  These procedures, when identified, analyzed, and then approved will be documented as valid operational requirements.  The emphasis of BPR and business process improvement (BPI) is to try to shift the CSS burden to the sustaining base from the tactical level.  The specific processes and functions will be determined and approved through prescribed BPR reviews, integrated concept teams (ICT), etc.  Operationally, the sustaining base (strategic level) user of GCSS‑Army will perform more CSS in terms of anticipating pinpoint requirements and fulfilling them for the specific user.  In accomplishing this BPR, the following are requirements for integrating wholesale and retail CSS functionality and streamlined business practices. 





1.  Flexible Communications.  Adapt any available means of voice or data communications that enables users to record, store, forward, or use on‑line communications techniques.  This operational capability must be robust and adaptable to the requirements of peacetime and wartime CSS on a global scale.  





2.  Standards.  Processes in the system that require data for supply, distribution, maintenance and other logistics transactions must accommodate boh the current military standard (MILSTD) and the evolving Defense Logistics Management System (DLMS) formats.  Integrated functionality will continue to provide the user with standard procedures regardless of the government supply and maintenance sources, e.g., Army Materiel Command (AMC), Defense Logistics Agency (DLA), General Services Administration (GSA), or commercial vendor operations.  Initiatives such as privatization of some supply and maintenance functions at the strategic or national level will also benefit from integrated and standardized supply transactions.





3.  Screen Commonality.  Extensive standard screen presentations will be employed throughout all levels of the system that present a common graphical user interface (GUI) to facilitate intuitive interaction with the integrated processes.  Careful selection of GUI will result in the presentation of simplified, yet content rich screen displays to both the wholesale provider and retail customer user.  This requirement excludes COTS products and nonintegrated processes.





4.  Contract Logistics Support.  The integrated functionality of GCSS‑Army will provide the required strategic‑to‑tactical automated functionality and standardized automated processes to implement contractor logistics support programs for life cycle management of weapon systems and other materiel.  This requirement will also accommodate the needs of the Prime Vendor program.  The GCSS‑Army database must be accessible and useable by agencies other than the DoD and contractors on a non-proprietary basis.  Database access is necessary for supply, maintenance, financial management, and equipment performance profiles.





5.  Situational Awareness.  The system must interface to both asset visibility and transportation systems to provide any authorized user with a complete picture  of CSS assets at any level and in any stage of distribution.  The system must interface with ABCS and GCSS to provide the CSS portion of the Common Tactical Picture (CTP) and Common Operational Picture (COP).  System design will enable security managers to control access to this capability.  To effectively satisfy strategic information collection that supports sustaining base and anticipatory CSS operations, GCSS‑Army will manage and maintain local data repositories wherever needed.  As the system of record for operational logistics data at each force level, GCSS‑Army will provide data and data access services as needed.  




(b) Integration Functions.  The mission of the Army mandates the CSS system support war readiness and sustainability needs.  Peacetime oriented components or capabilities will have no impact and be easily bypassed for contingency deployment.  The focus of Army CSS is to arm, fuel, fix, sustain, protect, and move the force.  The Army manages CSS through a system of standard and interdependent functions.  The following interdependent wholesale functions will be included in the redesign and integration of CSS functionality so as to provide authorized users with a single system entry point from which Army‑wide relevant information can be accessed for planning, reporting and decision‑making purposes.  All applicable subfunctions are included by reference.





1.  Procurement.  Integration must include all processes beginning at the point when agency needs are established, solicitation and selection of sources, award of contracts and modifications, contract financing, contract performance, legal review, contract administration and management functions using electronic means.





2.  Security Assistance.  The security assistance  business process will integrate Foreign Military Sales (FMS) requirements, asset management, financial files, and other related information.

3. Resource Management/Finance.  This business area provides general 

accounting and other  financial services to the wholesale logistics community.  GCSS-Army will interface with the financial files and applications owned by the Defense Finance and Accounting Service (DFAS), which provides the finance and accounting services to AMC activities.  Resource management capabilities will associate financial data that supports original acquisition costs, capitalization, amortization, and depreciation of property and other mandates prescribed by the Chief Financial Officer's (CFO) Act.





4.  Logistics.  This business process area integrates all activities involved in execution of the CSS mission, to include planning, implementing, and controlling the efficient, effective flow and storage of goods, services, and related information from point of origin to point of consumption. 




(c)  Seamless Design.  Cutting across the wholesale and retail boundaries are three subordinate echelons of logistics that are integral to both levels: strategic, operational, and tactical.  Strategic logistics includes the nation’s organic industrial base and DoD link to its military forces.  This echelon is primarily the purview of the DoD, individual Services, and non -DoD government agencies.  Operational logistics ties tactical requirements to strategic capabilities in order to accomplish operational plans.  Tactical logistics is the synchronization of all logistics activities required to sustain the force.  The evolution of two levels and three echelons of logistics, all using interdependent functions and separate AIS, have generated numerous data incompatibilities.  This requires manual intervention at the “seams” to perpetuate the vertical and horizontal transmission and integration of data.  To achieve the goal of a seamless design, those wholesale and retail functions that interface must be fully integrated into a single process.  Among the functions to be integrated by GCSS‑Army are: 





1.  Catalog Data.  The system will provide needed catalog data to all levels, maintain currency, and synchronize so that all organizations are using current and identical catalog data of all types.  The catalog data will be linked to the electronic manuals to ensure that as the catalog data is updated, so are the manuals.





2.  Electronic Manuals.  These documents, technical or otherwise, interactive or manually viewed will be primary source data for users.  Therefore, the system will provide for thorough integration at all needed levels, and will sustain currency of such documents.





3.  Prognostics/Diagnostics.  Whether onboard, portable or fixed facility, the system will provide integration and interface with these devices or applications wherever feasible.  These devices will provide the organization’s management with the capability to maximize manpower utilization.





4.  Translator Services.  The system will provide transparent electronic translation services as necessary to achieve electronic data interchange (EDI) with commercial or non‑DoD agencies, for DLMS transactions where required.





5.  Direct Prime Vendor Support.  As this method of support comes into common usage, the system will provide transparent transmission of transactions to and from such entities.





6.  Reports.  Recurring reports should be discontinued where the data composition of the report is available in the existing GCSS‑Army database.  Instead GCSS‑Army users at all levels will acquire needed information through structured or ad‑hoc query using intuitive GUI, natural language, and analytical processing tools.





7.  Alternate Transmission Routes.  There will be multiple routes for transactions between tactical and strategic levels.  The system will provide flexible communications capability to all data sites.





8.  Deployments, Split Operations, and Task Force Organization.  The system will support split‑operations of any echelon, and provide continuous support to a deployed force and to its rear elements, if any.  This will include rapid DoD Activity Address File (DODAAF) update, assignment of derivative UIC and DoD Activity Address Codes (DODAAC) if required, re‑routing of supplies, if required, and information to both the unit element deployed and rear element, when required.





9.  Financial.  The system will accommodate the initiative known as Single Stock Fund (SSF), and will provide financial charges and credits to all affected agencies concurrent with the applicable transactions.





10.  Source Data.  All shipments of supplies will possess an AIT source of some kind, and the system will provide that recipients will have the capability to process all receipts, including in‑transit shipments, using AIT source data only.





11.  Equipment Readiness Posture.  Provides visibility of failed equipment and failure item (major assembly or part) cross‑referenced to parts ordered and status of the ordered parts.





12.  Maintenance Reporting.  Provides integration of maintenance operation reporting from all echelons for all equipment.





13.  Telemaintenance.  Tier II development will support the emerging telemaintenance concepts.





13.  Visibility of Data.  View data across all CSS areas of responsibility to support operational readiness metrics, trend analysis, exception management, and decision making to include intransit visibility.





14.  The basic functionality of GCSS-Army will be expanded through additional access to a centralized wholesale database and reporting capability.  There will be a single relational database that has more capability to support across systems, to other armed services, and to industry.  GCSS-Army users will have a single login to search and retrieve this wholesale level CSS data.


(3)  Tier III ‑ Full Operational Capability (Joint Interoperability).  Implementing all required interfaces with AIS of the joint community, national sustaining base systems and applicable allied systems will complete this tier.  Access will be available to CSS data sources and complete interoperability will be realized when operating in the open systems architecture.  The system will fully support single‑source data entry, digitization of the Army, the Revolution in Military Logistics, Joint Vision 2010, and the AAN.  The full operational capability will provide the seamless, integrated, modular, interactive, and interoperable CSS automated information and execution system for the Army.  The following are joint interoperability requirements and must be implemented in all tiers of GCSS-Army:

(a)  Flexible Communications.  Adapt any available means of voice or data communications that enables users to record, store, forward, or use on‑line communications techniques.  This operational capability must be robust and adaptable to the requirements of peacetime and wartime CSS on a global scale.  




(b)  Standards.  Processes in the system that require data for supply, distribution, maintenance and other logistics transactions must accommodate either the current military standard (MILSTD) or the evolving Defense Logistics Management System (DLMS) formats.  Integrated functionality will continue to provide the user with standard procedures regardless of the government supply and maintenance sources, e.g., Army Materiel Command (AMC), Defense Logistics Agency (DLA), General Services Administration (GSA), or commercial vendor operations.  Initiatives such as privatization of some supply and maintenance functions at the strategic or national level will also benefit from integrated and standardized supply transactions.




(c)  Screen Commonality.  Extensive standard screen presentations will be employed throughout all levels of the system that present a common graphical user interface (GUI) to facilitate intuitive interaction with the integrated processes.  Careful selection of GUI will result in the presentation of simplified, yet content rich screen displays to both the wholesale provider and retail customer user.  This requirement excludes COTS products and nonintegrated processes.




(d)  Contract Logistics Support.  The integrated functionality of GCSS‑Army will provide the required strategic‑to‑tactical automated functionality and standardized automated processes to implement contractor logistics support programs for life cycle management of weapon systems and other materiel.  This requirement will also accommodate the needs of the Prime Vendor program.  The GCSS‑Army database must be accessible and useable by agencies other than the DoD and contractors on a non-proprietary basis.  Database access is necessary for supply, maintenance, financial management, and equipment performance profiles.




(d)  Situational Awareness.  The system must interface to both asset visibility and transportation systems to provide any authorized user with a complete picture of CSS assets at any level and in any stage of distribution.  The system must interface with ABCS and GCSS to provide the CSS portion of the Common Tactical Picture (CTP) and Common Operational Picture (COP).  System design will enable security managers to control access to this capability.  To effectively satisfy strategic information collection that supports sustaining base and anticipatory CSS operations, GCSS‑Army will manage and maintain local data repositories wherever needed.  As the system of record for operational logistics data at each force level, GCSS‑Army will provide data and data access services as needed.  




(e)  Interoperability with sister services and allied forces.  Initial efforts will be aimed at ensuring the Army can perform its Executive Agent missions on behalf of other services.  These are mainly supply, maintenance, and transportation.  For sister services, GCSS-Army will provide a “point of entry” service.  In most cases, this will be at the Supply Support Activity, Direct Support Maintenance Activity, and Movement Control Element.  In garrison, this will be the Director of Logistics to include the Installation Transportation Office.  Transportation issues are discussed separately below.  For supply and maintenance, simple interfaces between the sister service organizational level systems and GCSS-Army will suffice to initiate requisitions and maintenance work orders.  GCSS-Army must be tailored to deal with the financial requirements of this, to include calculation of reimbursable services and supplies, whether obtained directly or through a DS work order.  Specifically, the system must be able to capture, for financial reasons, all direct requisitions as well as those submitted through a DS shop for a work order. GCSS-Army must be capable of calculating labor costs, bench stocks, and other consumables such as fluids, gaskets, paper, adhesives, etc.  Entry on the work order should be a sufficient “trigger” to determine total financial cost and stimulate the reimbursement action when required.  In some cases, small elements of other services may be attached to Army organizations and will not possess an organic supply or maintenance capability.  The GCSS-Army Supply Property (SPR) and Maintenance (MNT) modules must be capable of supporting the sister service element, with the capability to capture financial data for reimbursement purposes when required.  These capabilities must be in place for all services.  Though the United States Marine Corps (USMC) and United States Air Force (USAF) will be the more common services to use these services, the United States Navy (USN) has some shore based activities, such as Seabees and SEAL teams, that will depend on Army Executive Agent services.





1.  All capabilities built into GCSS-Army to satisfy these requirements must perform in a peacetime garrison mode, as well as, in a deployed theater.  Transportation automation will be performed by TC AIMS II, which is a joint system.  The practices of providing transportation support to sister services must provide the capability to capture the associated financial requirements and costs. 





2.  The needs of allied nations are somewhat more complex.  The traditional method of providing supplies from the Army supply system to foreign customers has been by direct requisitioning through the United States Army Security Assistance Agency.  The effect is that the foreign customer becomes a direct customer at the “wholesale” level. The system will provide the most efficient and effective means of providing supply and maintenance support to allied nations.  Develop the capability to bill and receive payment from Foreign Military Sales or the Military Assistance Program (MAP).   Through the use of BPR, determine whether or not foreign customers should be treated the same, in automation terms, as sister services.  




(f) Interoperability between the Army and DoD and Joint agencies.  The necessary interoperability between the Army and DoD/Joint agencies is inherently and inextricably meshed with the need for appropriate interfaces between GCSS-Army and the Joint systems. Though there is a need for the Army to have interoperability with many DoD agencies, the Joint community, and even other federal agencies, this requirement focuses on the main players in the Combat Service Support community, specifically DLA, Transportation Command (TRANSCOM), and GSA.





1.  DLA.  As the largest supplier to the Army, GCSS-Army must obtain, a working arrangement with DLA similar to that now existent with AMC.  Working with AMC and DLA, GCSS-Army will adopt the best business practices available for military operations.  Other issues to be resolved with DLA include the maintenance of an in-transit visibility (ITV) network, presumably by radio frequency identification (RFID) technology and movement tracking system of some sort.  The appropriate role for Defense Automated Addressing System (DAAS) in a total asset visibility future must be examined to determine if DAAS has or will become outdated.  The language of requisitioning (MILSTRIP) should be examined for all services to determine if there is any longer a need or purpose served by the inherent limitations thus imposed.  





2.  TRANSCOM.  The majority of the requirement to attain interoperability with TRANSCOM will be achieved through TC AIMS II and MTS.   TC AIMS II will provide the total movements planning, execution, coordination, and control functions required by GCSS-Army.  MTS will provide intransit visibility of assets.  GCSS-Army will develop interfaces with both systems to gain asset visibility.





3.  GSA.  GSA will not significantly modify its practices or systems for DoD or Army use.  Based on that, the goal is to field GCSS-Army, including WLMP, and concurrently reach agreements with GSA to maximize integration.  The combat developer, with the support of the materiel developer, will form a working relationship with GSA to determine what initiatives they have planned and what modifications will be required in GCSS-Army.  As with DLA, they are introducing modern techniques of submitting requirements and distribution of the same.  GSA procedures have not permitted optimization of existing technology.  Shipments from GSA, for example, do not possess AMS cards or RF tags.  Some direct vendor shipments do not possess readable bar codes.  Based on these conditions not changing significantly, our goal is for our systems to deal with GSA on their terms.  Provide GCSS-Army with the capability to accept GSA bar codes.  Provide the capability at unit level to enter GSA telephone requisitions, view requisition status, and process receipts.  Provide the capability for web-based requisitioning. 




(g)  Interoperability with DoD and Joint Systems.  There are many such systems; including those serving logistics, other CSS functions, and those of other disciplines.  They can be categorized as follows:





1.  Those which support logistics and CSS disciplines and intrude into tactical and operational areas, and therefore preclude incorporating the supported function into GCSS-Army.  Among those:

· TC AIMS II:  Transportation 

· DIMHRS:  Personnel

· TMIP/MC4:  Medical Logistics

· Defense Joint Accounting System (DJAS)

These systems will interface with GCSS-Army through the MGT module.  They must be carefully followed through development to ensure they satisfy Army needs and will be supportable by interface.





2.  Those, which support logistics functions at higher levels or functions, which will not be accomplished by GCSS-Army in its end state vision.  Among those:

· Global Transportation Network (GTN)

· Defense Automatic Address System-Logistics Integration Processing System (DAAS-LIPS)

· Joint Total Asset Visibility (JTAV)

· Global Combat Support System (GCSS)

· DLA systems

The Army must provide its requirements to the appropriate developer or manager to ensure Army needs will be met and that GCSS-Army will optimize the interfaces required.





3.  Systems that deal with other than logistics or CSS functions as their primary purpose, such as:

· Joint Operation Planning and Execution System (JOPES)

· Systems for provision of digital maps

· Intelligence systems

· Global Command and Control System (GCCS)

All of these, and others, must have some degree of connectivity to GCSS-Army.  Whether this will be direct, or through ABCS components, remains to be determined due to multi-level security considerations.  Firm interface requirements must be expressed in both the Information Exchange Requirement (IER) and the Systems Interface Agreement (SIA).  The interfaces developed must be supported by tactical Army communications.





4.  Major systems, such as DAAS-LIPS and DIMHRS, must be monitored by the GCSS-Army community until they are fielded and interfaces are established.





5.  Configuration Management.  The GCSS-Army proponent agency must participate in joint level Configuration Control Boards for all systems that may impact GCSS-Army.  This will help the GCSS-Army community anticipate and budget for required changes to GCSS-Army software.  




(4)  Support Concept Description.  Existing CSS organizations, in accordance with the prescribed command maintenance and supply policy, will perform system support and sustainment for GCSS‑Army at the tactical and operational force levels IAW ST-9-11-XX Automation Support on the Battlefield.  Software support, system troubleshooting, and customer assistance will be provided by the responsible Combat Service Support Automation Management Office (CSSAMO) who will be supported by the customer assistance element of the Project Manager (PM).  At the tactical and operational force levels, supply and maintenance support will be provided by maintenance support units in accordance with established procedures and support relationships.  Repair or replacement of the COTS NDI components may be provided by contractor support facilities.




(5)  Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance (C4ISR) Operational Concept.  To be published.


f.  Benefits of Evolutionary Acquisition.  The overall GCSS‑Army development program will be accomplished using a phased evolutionary approach that consolidates, integrates, and interfaces existing logistics STAMIS and other AIS.  The suite of GCSS‑Army platforms will be acquired from COTS NDI hardware and software products.  The GCSS‑Army will be based upon standard data elements and open system architecture to facilitate the modernization updates expected throughout its life cycle.  System development will merge similar functional areas into a basic set of CSS mission modules derived from existing AIS of varied configurations, operating systems, and communications interfaces.  To accomplish this, development will take advantage of state-of-the-art IT, relational and object oriented database design, employ approved Army communications solutions, and comply with the DoD JTA and JTA-Army tenets for migration to the DII COE.  The initial operational capability (IOC) for Tier I is scheduled for completion by 2005.

2.  Threat.


a.  Threat to be Countered.  The GCSS‑Army, in and of itself, will not defeat a threat capability.


b.  Projected Threat Environment.



(1)  Military forces must be prepared to deploy worldwide and, if necessary, defeat threat forces of varying degrees of military sophistication at any level of conflict.  In the post‑cold war environment split‑base operations will be the norm.  Large amounts of information supporting GCSS‑Army will reside in the continental United States (CONUS) and on the battlefield.  This information will be transmitted across the Army’s strategic, operational, and tactical information architecture.  One of the greatest dangers will be the proliferation of advanced technologies that have the ability to damage, disrupt, or destroy GCSS‑Army platforms, as well as the information residing in the system.



(2)  An adversary can threaten GCSS‑Army in three fundamental ways:




(a)  Compromise data by gaining access to sensitive information stored within the AIS.




(b)  Corrupt data by the alteration of electronically stored or processed information so it becomes misleading or worthless.




(c)  Disrupt operations by inflicting damage or causing delays physically or electronically to the system or the communications systems it uses.  It is possible that a threat force could detect and locate a GCSS-Army system from its RF emissions.  The electronic attack (EA) threat to GCSS-Army communications includes ground based and airborne (both heliborne and UAV) jammers.



(3)  More specifically, these threats include:  Internet Protocol (IP) spoofing, jamming, electronic warfare, information warfare (IW), computer network attack (CNA), signals intelligence, technical attack, directed energy, malicious code, computer viruses, threat to cable communications, remote insertion of false data, physical destruction, unconventional warfare, electromagnetic pulse (EMP), direct signal attack, indirect signal attack, and unauthorized access.  The most likely threat will come from attacks directed against the GCSS-Army systems and the data they contain.  Nuclear, biological, and chemical (NBC) warfare operations may render the system temporarily unusable or may destroy it.



(4)  Individually, or collectively, these threats can distort the picture of the battlefield and affect tempo, lethality, survivability, and battlefield synchronization that impact upon mission performance.



(5)  Information Assurance (IA) vulnerability assessments will be conducted during experiments and technology demonstrations and during developmental test and evaluation events.  Threat information in greater detail is contained in the DIA-reviewed System Threat Assessment Report (STAR) for the Army’s Combat Service Support Control System.

3. Shortcomings of Existing Systems and C4ISR Architectures.  Existing CSS information management and operations systems are focused mainly on vertical information flows within a stovepipe structure.  The existing communications infrastructure does not enable networking between most joint, allied, and CSS systems in the field or garrison.  Multilevel security issues hamper the transfer of data between classified and unclassified systems.  Many of the functional AIS currently operate at single locations on multiple computer platforms and with several software applications with neither interoperability nor interface among the systems.  Some fielded systems lack tactical communications interfaces and require additional hardware and software.  Other systems are not designed to accommodate existing or emerging technologies such as data compression techniques, local and wide area networks (LAN and WAN), AIT , one‑time source data input, and client‑server configurations.  There is no single CSS AIS capable of retrieving information from multiple data storage sites to anticipate force projection support requirements, identify locations of available assets, and synchronize the movement and distribution of resources and CSS information.

4.  Capabilities Required.  The operational capabilities of GCSS‑Army will be derived principally from the capabilities of current CSS systems, and initiatives such as Battlefield Distribution, Joint Vision 2010, and other pertinent initiatives through BPR, functional consolidation, integration, interoperability, and communications interfaces across the CSS spectrum.  The GCSS‑Army will initially subsume previously identified STAMIS and progressively replace or integrate either partially or in whole other CSS automated management information systems.  This will provide the objective capability of seamless CSS information management.  During the annual review of the ORD, GCSS‑Army functional requirements and performance parameters will be refined and updated by the combat developer to incorporate emerging concepts.  The detailed functionality will be identified in the high level functional description (HLFD), functional requirements documents (FRD), IER, and other program manager (PM) and combat developer documentation.  Developers of the system will consider all source requirements identified by users, functional and data models, operational analyses, simulations, advanced warfighting experiments (AWE), other relevant initiatives, and considerations of best industry practices.


a. System Performance.  The primary performance capabilities for GCSS‑Army are listed below.  The asterisked (*) items include the key performance parameter (KPP) threshold values. 



(1) Provide a windows‑like graphical user interface (GUI) environment that allows execution of multiple functional module tasks at a single screen display.  RATIONALE:  The windows‑like GUI provides a “common look and feel” that can be used in all functional applications of the system.  This feature employs “point and click” techniques found in commercial windows software that allows switching between functional tasks without closing one process to open other processes.  Additionally, users will be able to view multiple sets of files and rapidly switch to different functional task windows from the same screen display.  Use of a GUI capability will leverage soldiers’ experiences with commercial software and reduce training requirements for operators, system administrators, and AIS maintenance personnel.  This flexibility will significantly enhance integration of functional applications and interoperability within GCSS‑Army modules.  As CSS functionality and utility relies heavily upon the efficacy of the user interface, optimal simplicity, clarity, intuitiveness, and ease of interaction are critical.  This interface will minimize operator workload, demand on memory or reference documentation, errors, and reaction time delays.



*(2) Allow tailoring of the system with different functional modules to accommodate the operational need of the user (KPP threshold value is 98% of the module software must be capable of being configured into multifunctional applications.  Objective value is 100% of the module software must be capable of being configured into multifunctional applications).  RATIONALE:  The consolidation and modernization of multiple platforms and software of current STAMIS into a seamless system of integrated functional modules, combined with implementation of the planned GCSS‑Army interfaces with other AIS, will enhance the CSS mission capabilities of supporting and supported units.  Based on requirements generated by changing OPTEMPO conditions, users will be able to rapidly configure multifunctional applications on single platforms.  This capability will provide commanders and staff the flexibility to execute the required CSS mission tasks or to manage and report information efficiently while employing limited computer and operator resources.  The inability to configure multifunctional applications will result in the employment of more resources to complete the mission.



(3) Allow no more than 10% degradation in the end user workstation response time while operating in a GCSS-Army multitasking environment.  An end user workstation is considered degraded if there is a perceptible variation (slow down) in visual or audio response/processing time, input response/processing time, machine processing/response time, or output/printing response/processing time.  RATIONALE:  The ability of the user to perform multiple tasks during high‑demand periods where speed and accuracy are paramount will be challenged even when computing response times are insignificant.  More than a 10% reduction in response times will adversely impact critical mission support and the ability to sustain the OPTEMPO expected.  However, state‑of‑the‑art processors have demonstrated that degradation in response times for the windows‑like environment is continually decreasing. 



*(4) Perform all types of mathematical calculations with 100% accuracy 95% of the time on the first attempt (KPP threshold value is 100% accuracy, 95% of the time on the first attempt.  Objective value is 100% accuracy, 98% of the time on the first attempt).  RATIONALE:  In order to gain confidence in the equipment, increase proficiency, and have data integrity, users need the assurance that system processes mathematical calculations and algorithms accurately.  Mathematical calculations that are suspect can result in mission delays and can interfere with the need to provide time‑sensitive information required in making crucial decisions.  Precise financial data processing is particularly critical, as even the smallest errors can be compounded at each process level and misrepresent true cost data.  Computing technology that performs these functions flawlessly eliminates inaccuracies from manual calculations, accumulation, transposition, and collation.  Accuracy of mathematical calculations and algorithmic computations at the 100% level is absolutely critical for commanders who rely on this data for life or death alternatives on the battlefield. 



(5) Transmit data from within a functional application window without user intervention.  Data transmitted will be 100% accurate.  Transmission and receipt of data will be completed 95% of the time on the first attempt.  RATIONALE:  Application windows must allow the user to perform the on‑screen mission tasks and then automatically execute communications without concern for the means, format, or protocols required to process and transmit the data either among or between applications and external interface systems.  Users have neither the time nor the need to perform separate data transmission tasks.  An accuracy rate of 100% for data transmissions must be maintained so that CSS data does not become corrupted.  The data must arrive at its destination unchanged by GCSS‑Army so it can be used to plan and execute critical CSS requirements.  Failure to successfully transmit must be recognized and the system must be able automatically to resend failed transmissions.  The data transferred by telecommunications must be accomplished successfully 95% of the time in order to maintain acceptable performance levels of CSS mission functions.  Embedded transmission complete acknowledgments and automatic retransmission techniques will support electronic data transfer operations.



(6) Transfer data over commercial, strategic, and tactical communications network systems.  RATIONALE:  The use of alternate wire and wireless communications means for transferring information is standard practice on the battlefield.  Current CSS systems interface poorly or do not interface at all with communications systems because  AIS were developed without the requisite protocols required to make effective use of the various communications network services or services were not available during initial development.  This has hampered the ability of the logistician to access or “pull” information from CSS‑related databases.  Appropriate designs of alternative communications packages and options for GCSS‑Army provide greater flexibility and reduce the communications burden for system users.



*(7) Provide sufficient interoperability that data entered at any node in the architecture is distributed to required nodes without the need to copy or reenter the data.  The elapsed time from initial data entry to receipt at other nodes in the architecture will be consistent with needs of the operational mission that the data supports and the available communications capability.  (KPP threshold value is 98% of the data entered must be distributed without the need to copy or reenter data.  Objective value is 100% of the data entered must be distributed without the need to copy or reenter data.)  RATIONALE:  Numerous CSS processes require that commanders, staff officers, and technicians access several systems at different locations to acquire data that must then be pieced together to provide situational awareness and specialized information.  Most of the existing CSS automated systems operate independently with little automated source data interchange; as a result, there is little or no data integration.  The current exchange of data among CSS systems is very inefficient.  Once needed information is entered the first time via manual input or from automated source data, the information will be passed to other components of the system to reduce or eliminate the need to enter the same information about the same event at a different location.  Delays should only result from the load constraints on the communications network systems and not from GCSS‑Army applications.



(8) Provide electronic backup data files from user sites to a supporting data storage site.  Allow designated storage sites to provide user data files needed to restore the system.  RATIONALE:  This data replication capability will support GCSS‑Army system survivability and safeguards so that the loss or failure of a single work station, system component, database, or communications asset does not render the system totally useless.  A number of geographically dispersed databases, logically linked, allows storage and retrieval of data at multiple sites and provides for continuity of operations (COOP).



(9) Distribute software changes to include performance support software (version changes and release updates and software version description documents) through existing communications when and where available, provide return notification, maintain systemic configuration management and visibility of current version installed.  When communications are not available, distribute changes via alternate media.  RATIONALE:  Electronic distribution of GCSS‑Army software changes is needed so those system modules can be easily updated with minimal impact on the operations of using organizations.  The available communications LAN/WAN provide the most expeditious means of distribution.  Efficient and simple downloads will be a result of normal system processing (i.e., when communications are established to transfer information, the need for software changes will be identified).  In order for the PSS to be current with the system updates, changes in the PSS and help screens will be distributed and updated at the same time the system software changes are received.  Lack of communications availability below brigade level, in combination with large volume changes, may necessitate alternative distribution methods, particularly for users using modem access.  



(10) Provide support functions that include natural language ad‑hoc queries; manual and automated source data entry; system utilities, database management, word processing, spreadsheets, graphics, files management, multimedia, secure electronic mail messaging (Defense Messaging System), e‑mail, ETM/IETM/Test Measurement Diagnostic Equipment interface support, and printing.  The suite of office automation and system utilities provided will be compatible with the latest industry standards. GCSS-Army will integrate the necessary DMS hardware and software components to support itself locally with local message exchanges and directory information without requiring users to directly interface with non local DMS servers.  GCSS-A will integrate the necessary DMS hardware and software components to allow it to exchange messages with the Unclassified Tactical Messaging System. RATIONALE:  This capability allows the preparation, storage, and secure distribution of nonstandard reports, correspondence, interface with electronic manuals, and data displays to satisfy user‑unique information requirements.  State‑of‑the‑art, user‑friendly, office automation, DMS and e‑mail products will provide the needed efficiencies.



(11) Provide a comprehensive bundle of industry standard, commercially available network management, systems maintenance, and virus protection software tools that will allow for the installation, operation, and fault diagnosis by trained users.  The system must provide system configuration management, test and fault isolation features that permit users and unit maintenance personnel to diagnose faults and configuration errors in a time commensurate with the needs of the mission tasks supported by GCSS‑Army.  RATIONALE:  A built‑in test (BIT)/built‑in test equipment (BITE) capability incorporated in the GCSS‑Army design will expedite fault diagnosis and resolution.  This will allow users to perform operator maintenance and identify faulty line replaceable units.  It will provide the operator with immediate and easily interpretable feedback for troubleshooting purposes and fault isolation, and it will identify the need to request the prescribed maintenance support.



(12) Provide automatic visual and adjustable audible signals as critical levels are approached.  RATIONALE:  Automated prompts or cues that readily alert operators by visual or audible signals related to critical operational thresholds, status, data transmission failure, or alarm conditions are necessary for timely notification.  Acknowledgment is important operationally to not only warrant action, but also to provide a level of confidence that the user received the information.  For this reason, the system provides a physical means to alert the operator of important incoming information or to anticipate a failure condition requiring some form of action.  Volume control permits adjustment to suit user preference and support noise discipline.



(13) Permit trained user personnel to set up, configure, reconfigure, and initialize hardware and run BIT software; and confirm the communications interfaces for the system, within 2.0 hours.  This requirement applies only to tactical operations.  RATIONALE:  The set up, configuration or reconfiguration of hardware and software, and making the proper communications interfaces by the user must be performed so as not to impair the unit mission.  The two‑hour setup time requirement conforms typically to the installation and set up times required for the majority of existing AIS that will be integrated into GCSS‑Army.  These times are considered the maximum allowable for trained personnel when performing a tactical relocation.  This includes the set up of LAN within the operational facility (OPFAC) and the physical connection to the available node of communications.  In the tactical environment this assumes that the supporting Army signal unit has provided the required communications node in proximity to the OPFAC.  The unit is responsible for making the tactical communications link‑up at a designated small extension node (SEN) or large extension node (LEN) that supports mobile subscriber equipment (MSE) or tri‑service tactical (TRI‑TAC) equipment.



(14) Permit trained user personnel to set up and tear down a fully configured system within 30 minutes 90 percent of the time. In a tent configuration, time will commence when all required GCSS-Army components are available and the operator opens the box in which hardware is stored.  Communications and power sources must be available when time starts.  Time will stop when the first GCSS-Army screen is prompted.  This time excludes time to erect the tent, provide power, and establish communications.   RATIONALE: GCSS-Army must be as mobile as the unit it supports.  The 30-minute time frame represents the worst case, GCSS-Army in a tent configuration, which will allow for relocation of the system along with its supported units.  



(15) Be transportable by all modes, i.e., aircraft, ground vehicle, rail car, and vessel.  RATIONALE:  Rapid strategic deployment and tactical mobility are critical to effective wartime operations.  System components will be required to deploy to locations and situations across the operational continuum, which involve movements and operations at Continental United States (CONUS) installations and operations outside CONUS (OCONUS).  The system suite must be capable of meeting the transportability requirements of supported units in the same operating environments.  Having this flexibility ensures that GCSS‑Army will be deployed where needed in forward presence operations or at training sites.



*(16) Be compliant with the IT standards contained in the DoD JTA, mandates of the JTA‑Army and the DII COE (KPP threshold value is DII COE Level 6 and Y2K Compliance. Objective value is DII COE Level 8 and Y2K Compliance.).  RATIONALE:  Developing GCSS‑Army to conform with DoD JTA guidelines, JTA‑Army guidelines, the DII COE specifications, and prescribed use of the DoD Human Computer Interface Style Guide will insure technical design flexibility in that system integration, interfaces, and interoperability requirements can be achieved in an open systems environment (OSE).  If the mandates identified are not adhered to, the end‑state goals and full operational capability of GCSS‑Army may never be achieved.



*(17) GCSS-Army will provide joint interoperability spanning the logistics functional areas of transportation, supply, maintenance, personnel, medical, finance and engineering through a fused, integrated, web-based environment in support of the warfighter and sustaining base.  All top level IERs identified in Table B will be satisfied to the standards specified in the Threshold (T) and Objective (O) values.  (KPP threshold is 100% of top-level IERs designated as critical.  Objective is 100% of all top-level IERs.)  RATIONALE:  The nature of modern and future warfare is joint and multinational.  Whether it is conflict or humanitarian support operations, all contingency operations must have the capacity to be conducted jointly.  Therefore, computers, automation systems, and more importantly, information for every echelon must be joint and interoperable.  It gives the Army’s logistics community the ability to provide effective, efficient, and responsive support while maintaining our Nation’s readiness posture.  GCSS-Army is an open-architecture based system the purpose of which is to enhance combat effectiveness.  It is a requirements driven, warfighter focused initiative that is based on improved mobilization, deployment, employment, re-deployment, sustainment, reconstitution, and regeneration processes and accelerated delivery and presentation of fused combat decision support information.  Through use of advanced technologies capable of integrating existing and emerging logistics information systems to gain efficiency and interoperability, combat effectiveness in support of the joint warfighter shall be enhanced.  GCSS-Army will provide “any box, any user, one net, one picture” capability.  Warfighter access to critical information must not be limited.  The goal of GCSS-Army is to operate in a web-based environment with shared data whereby corporate information is readily available to those authorized access regardless of where the needed data is created or stored. GCSS-Army will move to a web-based system by CY 2004 and will use the latest web technologies, e.g., portals. GCSS-Army will only process sensitive but unclassified data. GCSS-Army will ensure that the warfighter has global access to acquire information even though it may come from many disparate and heterogeneous databases or other data sources.  GCSS-Army will comply with the standards and requirements of Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance (C4ISR), DII-COE, and Joint Technical Architecture (JTA).  This ensures that the GCSS-Army operational environment is interoperable.  



*(18) GCSS-Army will comply with DoDD 5200.28-STD. (KPP threshold value is to meet privacy, legal and DoD information protection standards for SBU data.  KPP objective value is to provide multilevel security for all transactions.) RATIONALE:  GCSS-Army must be able to protect voice, video, and data transmissions from interception and manipulation by unauthorized personnel.  Developing GCSS-Army to comply with the DoDD 5200.28-STD ensures that an appropriate level of security is used to protect the unit and the information in the system.



(19)  Utilize pre-planned product improvements (P3I) to modify/upgrade GCSS-Army Tier I.  Tier II will provide Tier I with a P3I by integrating Wholesale and Retail CSS.  Tier III  will provide Tier I with P3I by implementing all required interfaces with AIS of the joint community, national sustaining base systems, and applicable allied systems.  RATIONALE:  P3I allows the fielding of a cost-effective, near-term solution with current technology while planning to add or upgrade capabilities as technology matures.  GCSS-Army will initially use client-server technology as a cost-effective near-term solution until technology upgrades for web-basing and communications infrastructure can be implemented.  During development, external system interfaces will be established with weapons and maintenance diagnostic systems.  Once data elements are standardized between the diagnostic systems and GCSS-Army, those systems will be integrated into the overall GCSS‑Army system architecture as embedded diagnostics.  Single Stock Fund (SSF) will change business processes and rules within GCSS-Army.  Enhancements to the Tier I, Initial Operational Capability will be accomplished by P3I in Tiers II and III which will be block modifications phased in over time.  Tier II P3I will provide an Enhanced Operational Capability by integrating Wholesale and Retail CSS.  Tier II will be developed and deployed between FY 02 and FY04 and detailed requirements will be generated from BPR conducted by the Combined Arms Support Command (CASCOM) and AMC as a part of AMC’s Wholesale Logistics Modernization Program (WLMP).  Tier III will be developed and deployed between FY04 and FY06.  Tier III P3I will provide the Full Operational Capability of GCSS-Army by implementing all required interfaces with AIS of the joint community, national sustaining base systems, and applicable allied systems.  Those AIS include, but are not limited to:

Defense Joint Accounting System (DJAS)

Defense Integrated Military Human Resource System (DIMHRS)

Medical Communications for Combat Casualty Care/Theater Medical Information System (MC4/TMIP)

Joint Ammunition Management Standard System (JAMSS)

Global Combat Support System (GCSS)

Standard Procurement System (SPS)

Defense Casualty Information Processing System (DCIPS).

Table A:  Key Performance Parameter Summary

	Key Performance Parameter
	Threshold
	Objective

	System Tailorability

Based on requirements generated by changing OPTEMPO conditions, users will be able to rapidly configure multifunctional applications on single platforms.
	98% of the module software must be capable of being configured into multifunctional applications
	100% of the module software must be capable of being configured into multi-functional applications 

	Mathematical Accuracy

Accuracy of mathematical calculations and algorithmic computations at the 100% level is absolutely critical for commanders who rely on this data for life or death alternatives on the battlefield.

	Perform all types of mathematical calculations with 100% accuracy 95% of the time on the first attempt
	Perform all types of mathematical calculations with 100% accuracy 98% of the time on the first attempt

	System Interoperability

Data entered at any node in the architecture is distributed to required nodes without the need to copy or reenter the data.  The elapsed time from initial data entry to receipt at other nodes in the architecture will be consistent with needs of the operational mission that the data supports and the available communications capability making logistics data and information a corporate resource.
	98% of the data entered must be distributed without the need to copy or reenter data.
	100% of the data entered must be distributed without the need to copy or reenter data.

	IT Compliance

The system will comply with the DISA DII COE and JTA Standards
	DII COE Level 6 and Y2K Compliance
	DII COE Level 8 and Y2K Compliance

	Joint Interoperability

All top level IERs will be satisfied to the standards specified in the Threshold (T) and Objective (O) values. 
	100% of top-level IERs in Table B designated as critical
	100% of all top-level IERs in Table B

	Security

GCSS-Army will comply with DoDD 5200.28-STD.
	Meet privacy, legal and DoD information protection standards for SBU data.
	Provide multilevel security for all transactions.



b.  Information Exchange Requirements.  Table B contains the top level IERs for GCSS-Army Tier III Joint Interoperability.  GCSS-Army Tiers I and II will focus primarily on Army level system interfaces and integration capabilities.  The Top- level Operational Concept View (OV-1) (fig. 4.b.1) shows the data exchange between GCSS-Army and the Joint systems.  The Top Level System Interface Description Graphic (SV-1) (fig. 4.b.2) shows the communications networks used to transfer data.

Table B:  Top Level Joint Interoperability Information Exchange Requirements Matrix.

	
	
	
	
	
	

	1

Event
	2

Information Characterization
	3

Sending Node
	4

Receiving Node
	5

Rationale/UJTL Number
	6

Critical

	Data Request

Status Reports

Queries
	Logistics
	GCSS-Army
	GCSS
	S.T. 4.2.1      S.N. 4.6.3

S.T. 4.2.7      S.N. 6.6.3

S.T. 4.3.2      T.A. 4.2.1

S.T. 4.3.2.1   T.A. 4.2.2

S.T. 4.3.2.2    T.A. 4.2.4

S.T. 4.3.2.3   O.P. 4.5.2


	Yes

	7

Format
	8

Timeliness
	9

Frequency
	10
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c.  Logistics and Readiness.



(1)  Operational Mode Summary (OMS)/Mission Profile (MP) Methodology.



(a)  Based upon the planned employment scenarios, there are four principal components to this OMS/MP.  They are:



1.  Wartime OMS/MP for a 24-hour period for a mobile scenario.



2.  Wartime OMS/MP for a 24-hour period for a static scenario.



3.  Peacetime OMS/MP for a 24-hour period for a mobile scenario.



4.  Peacetime OMS/MP for a 24-hour period for a static scenario.



(b)  Scenarios.



1.  In both wartime and peacetime, GCSS‑Army will be employed by units and organizations with a variety of CSS missions.  These missions may require relocating individual GCSS‑Army operating facilities (OPFAC) of units or involve force deployments in support of various military operations.  Wartime movements are practiced to some degree in peacetime during various types of tactical field training and strategic force deployment exercises.  The operational availability requirements for each OMS/MP component are averaged over a year of expected use and are represented in 24-hour increments.  In all OMS/MP components, the performance of operator preventive maintenance checks and services (PMCS) does not preclude the completion of essential functions.  However, prescribed maintenance and repairs to the system do preclude completion of mission capabilities.



2.  The two OMS/MP components that apply to the "mobile" mode of usage pertain only to the tactical relocation of GCSS‑Army sites.  Since peacetime training exercises replicate wartime scenarios, the mobile usage data is considered the same for both scenarios.



3.  The two OMS/MP components that apply to the "static" mode of usage are germane only where GCSS‑Army OPFAC are routinely capable of performing CSS missions without having to tactically relocate.  Therefore, usage data that pertains to relocation does not contribute to the mission capability for either the wartime or peacetime scenario.  In the static mode, peacetime daily usage to perform the essential operational functions approximates a single shift workday of 9 hours and wartime daily usage approximates a double shift workday of 20 hours.  The times considered when the system is not being used are proportionally different based on the single shift peacetime and double shift wartime scenarios.


(c)  Assumptions.



1.  The GCSS‑Army will be considered mission capable when the user is able to perform all essential computing functions or the system is in a stand-by mode (operational but turned off or functioning but not being operated).



2.  Time during which the system is intransit between operational facilities is considered down time and not considered in availability calculations.



3.  The quantitative reliability and maintainability (R&M) requirements are not appropriate for COTS NDI equipment and therefore no such data can be included in down time.


(d)  OMS/MP Terms.



1.  Essential Functions.  The operational functions of GCSS‑Army are input or receive data, process or store data, and output or transmit data.  These essential functions are the minimum simultaneous operations that the system must be capable of performing to successfully complete its computing mission.  Explanations of these tasks are:




a.  Input includes data entered manually from a keyboard, storage media or source data automation equipment.  Receive includes data transferred via modem, local area and wide area network (LAN/WAN), and other communications interface equipment.




b.  Output includes data generated for printed products, monitor screen displays,  storage media, and source data automation equipment (i.e., produce RF tags, automated manifest system (AMS) cards).  Transmit includes data transferred via modem, LAN/WAN, storage media, and other communications interface equipment.




c.  Process includes all data processing.  Storage includes fixed disk storage, tape archiving, and other media data storage.



2.  Operating Time (OT) is that amount of time the system is actually running and performing the required computing functions.



3.  Standby Time (ST) is that amount of time when the system is mission capable but is neither committed nor turned on.  When committed, the system is in an alert status and is required to be operable but is not being operated.  Included in ST is the time allotted for users to conduct PMCS, eat meals, etc.  



4.  Down Time (DT) is that amount of time when the system is not operationally commitable to include scheduled maintenance and transport time, i.e., time accounted for while performing prescribed hardware and software maintenance or repairs needed to resume essential computing functions; time while in maintenance status awaiting deadline parts; time required to tear down, set up, and tactically relocate the system.



5.  Mission Capable Time (MCT) is that amount of time the system is operating or in standby status, i.e., MCT=OT+ST.



6.  Calendar Time (CT) represents the total amount of time attributed to all mission events, i.e., CT=OT+ST+DT.



7.  Static Site refers to a GCSS‑Army operating site that does not relocate during military operations nor during training exercises.  This generally refers to activities operating from temporary fixed installations, but may also be an activity operating in a garrison location for an extended period.



8.  Mobile Site refers to a GCSS‑Army operating site that may be required to relocate during military operations or during training exercises.  


(e)  Special Conditions of Use.  Within each of the primary wartime and peacetime scenarios, GCSS-Army users will operate under one of two broad operational usage modes based upon their individual unit mission statements.



1.  Mobile Mode.  During wartime, Operations Other Than War, and some special peacetime operations, units and other organizations may be required to relocate the system components for support, survivability or operational reasons.  When GCSS‑Army components are relocated due to mission requirements, the 24-hour system availability requirements will be determined using the data in Tables 1 and 3 below.



2.  Static Mode.  At some "fixed" sites during peacetime and in wartime, the GCSS‑Army components may not be relocated for an extended period of time.  When GCSS‑Army components are not relocated, the 24-hour system availability requirements will be determined using the data in Tables 2 and 4 below.



(2)  Operational Mode Summary/Mission Profile (OMS/MP).  The GCSS‑Army supports the entire CSS mission area of manning, arming, fixing, fueling, moving, and sustaining soldiers and their systems.  The functionality integrated into the GCSS‑Army modules will at least provide users the ability to perform the missions of current logistics STAMIS that are replaced.  The specific mission functions will be identified in appropriate functional requirements and operational test and evaluation supporting documentation.



(a)  Wartime Usage.  



1.  The OMS/MP for wartime mobile mode use is at Table 1.  This scenario assumes tactical relocation of an OPFAC once in every 24-hour period.  During a 24-hour period, GCSS‑Army must be mission capable for not less than 20.0 hours when averaged over a year of expected use.  System down time may not exceed 4.0 hours during a 24-hour period.  Operations include soldiers dressed in Mission Oriented Protective Posture Level-IV (MOPP-IV) attire.

Table 1.  GCSS‑Army OMS/MP - Wartime Mobile Mode Usage
	Mission Events
	Average Daily Usage (hours)
	Mission Usage (%)
	Average Annual Usage (365 days) (hours)

	Mission Capable Time (MCT)
	20.0
	83.4
	7,300.0

	  Operating Time (OT)
	
18.0
	
75.0
	
6,570.0

	
Input/Receive
	
(3.6)
	
(20.0)
	
(1,314.0)

	
Process/Store
	
(10.8)
	
(60.0)
	
(3,942.0)

	
Output/Transmit
	
(3.6)
	
(20.0)
	
(1,314.0)

	  Standby Time (ST)
	
2.0
	
8.4
	
730.0

	Down Time (DT)
	 4.0
	16.6
	1,460.0

	
In Maintenance
	
0.5
	
2.1
	
182.5

	
Tear Down 
	
0.5
	
2.1
	
182.5

	
Movement 
	
1.0
	
4.1
	
365.0

	
Setup (w/communications)
	
2.0
	
8.3
	
730.0

	Calendar Time (CT)
	24.0
	100.0
	8,760.0



2.  The OMS/MP for wartime static mode use is at Table 2.  Tactical relocation of OPFAC for GCSS‑Army is not required in wartime static operations.  During a 24-hour period, GCSS‑Army must be mission capable for not less than 23.5 hours when averaged over a year of expected use.  System down time may not exceed 0.5 hours during a 24-hour period.  Operations include soldiers dressed in MOPP-IV attire.
Table 2.  GCSS‑Army OMS/MP - Wartime Static Mode Usage

	Mission Events
	Average Daily Usage (hours)
	Mission Usage (%)
	Average Annual Usage (365 days) (hours)

	Mission Capable Time (MCT)
	23.5
	  97.9
	8,577.5

	  Operating Time (OT)
	
20.0
	
85.1
	
7,300.0

	
Input/Receive
	
(4.0)
	
(20.0)
	
(1,460.0)

	
Process/Store
	
(12.0)
	
(60.0)
	
(4,380.0)

	
Output/Transmit
	
(4.0)
	
(20.0)
	
(1,460.0)

	  Standby Time (ST) 
	
3.5
	
14.9
	
1,277.5

	Down Time (DT)
	  0.5
	  2.1
	   182.5

	Calendar Time (CT)
	24.0
	100.0
	8,760.0



(b)  Peacetime Usage. 



1.  The OMS/MP for peacetime mobile mode use is at Table 3.  This scenario assumes relocation of an OPFAC once in every 24-hour period.  During a 24-hour period GCSS‑Army must be mission capable for at least 20 hours when averaged over a year of expected use.  System down time may not exceed 4.0 hours during a 24-hour period.  Operations include soldiers dressed in MOPP-IV attire.

Table 3.  GCSS‑Army OMS/MP - Peacetime Mobile Mode Usage

	Mission Events
	Average Daily Usage (hours)
	Mission Usage (%)
	Average Annual Usage (365 days) (hours)

	Mission Capable Time (MCT)
	20.0
	83.4
	7,300.0

	  Operating Time (OT)
	
18.0
	
75.0
	
6,570.0

	
Input/Receive
	
(3.6)
	
(20.0)
	
(1,314.0)

	
Process/Store
	
(10.8)
	
(60.0)
	
(3,942.0)

	
Output/Transmit
	
(3.6)
	
(20.0)
	
(1,314.0)

	  Standby Time (ST) 
	
2.0
	
8.4
	
730.0

	Down Time (DT)
	 4.0
	16.6
	1,460.0

	
In Maintenance
	
0.5
	
2.1
	
182.5

	
Tear Down 
	
0.5
	
2.1
	
182.5

	
Movement 
	
1.0
	
4.1
	
365.0

	
Setup (w/communications)
	
2.0
	
8.3
	
730.0

	Calendar Time(CT)
	24.0
	100.0
	8,760.0




2.  The OMS/MP for peacetime static mode use is at Table 4.  Tactical relocation of OPFAC for GCSS‑Army is not required in peacetime static operations.  During a 24-hour period GCSS‑Army must be mission capable for at least 23.5 hours when averaged over a year of expected use.  System down time may not exceed 0.5 hours during a 24-hour period.  Operations include soldiers dressed in MOPP-IV attire.

Table 4.  GCSS‑Army OMS/MP - Peacetime Static Mode Usage

	Mission Events
	Average Daily Usage (hours)
	Mission Usage (%)
	Average Annual Usage (365 days) (hours)

	Mission Capable Time (MCT)
	23.5
	 97.9  
	8,577.5

	  Operating Time (OT)
	
9.0
	
37.5
	
3,285.0

	
Input/Receive
	
(1.8)
	
(20.0)
	
(657.0)

	
Process/Store
	
(5.4)
	
(60.0)
	
(1,971.0)

	
Output/Transmit
	
(1.8)
	
(20.0)
	
(657.0)

	  Standby Time (ST)
	
14.5
	
60.4
	
5,292.5

	Down Time (DT)
	  0.5
	  2.1
	   182.5

	Calendar Time (CT)
	24.0
	100.0
	8,760.0



(c)  Environmental Conditions.  The expected percentage of time on average that GCSS‑Army will operate in the three types of climates is at Table 5.

Table 5.  GCSS‑Army Environmental Conditions

	
	Operational Usage (%)

	Climate Type
	Wartime/ OOTW
	Peacetime

	Hot
	25
	20

	Basic
	50
	65

	Cold
	25
	15



(d)  Movement Conditions.  The expected percentage of time on average that GCSS‑Army will displace under the three terrain conditions is at Table 6. 

Table 6.  GCSS‑Army Mobility Conditions

	Movement Terrain
	Operational Usage (%)

	Primary Roads
	20

	Secondary Roads
	70

	Cross Country
	10




(3)  The supportability strategy (SS) will be available for testing during early and limited user tests (EUT/LUT) and the initial operational test and evaluation (IOTE).  The SS will describe the overall integrated logistics support program and will include all acquisition program requirements, tasks, responsible agencies, and milestones.  Operators and unit AIS maintenance personnel will perform limited maintenance with assistance from the supporting CSSAMO or designated support activity.  Computer equipment requiring repair will be forwarded to the supporting repair facility.  Contract maintenance and supply support will also be permitted during initial fielding and used extensively for sustainment.  Quantitative Reliability and Maintainability (R&M) requirements are not appropriate for the GCSS‑Army.


d.  Other System Characteristics.  There are no unique requirements for GCSS‑Army survivability, natural environment conditions, safety, or security.  As the GCSS-Army architecture evolves, so will new computer security challenges to protect information from unauthorized access and compromise.  Denial of service attacks, packet “spoofing”, viruses, and password cracking are examples of common security issues that are being addressed.  Information security is being designed into the system and will be an integral part of testing.  Security practices and inspections will be implemented as a part of systems operation.  The standard fielding configuration of GCSS‑Army hardware will be COTS, with the possible addition of minor environmental protection such as plastic or membrane keyboard covers and fan filters.  Hardware survivability in a field environment may necessitate the units be fielded with industrial grade hardware versus normal COTS hardware. 



(1)  The mission essential resource in GCSS-Army is the data resident in the functional modules.  Data loss will be prevented by effective backup procedures.  Data survivability against High-altitude Electromagnetic Pulse (HEMP) and Nuclear, Biological, and Chemical (NBC) contamination will be primarily ensured by effective back-up procedures including interim processes.  GCSS-Army depends on the Warfighter Information Network - Terrestrial (WIN-T) for its communications infrastructure.  If WIN-T fails, GCSS-Army must move information via other transfer methods, which may slow the reconstruction of some nodes.  Mission critical nodes are located at the Support Operations Section of the Forward Support Battalion (FSB) and MMC servers at division level and above to include the centralized wholesale database.  Mission critical nodes will be down no longer than 24 hours and non-critical nodes will be reconstituted within 96-120 hours.



(2)  HEMP.  GCSS-Army is a mission essential system and must continue to function after exposure to HEMP.  HEMP survivability is required for critical node systems; however, operation through a HEMP event is not required.  After a HEMP event, full critical node operations must be restored within 24 hours.  No data resident on critical node systems can be lost.  Processing capabilities at the critical nodes must be maintained and quickly reestablished.  Examples of HEMP survivability risk mitigation techniques include, but are not limited to:




(a)  Use of a different HEMP survivable hardware system to access and use data from GCSS-Army.  This other system must be located in close proximity to and be accessible from the critical node's location (e.g., use equipment replaced as a result of modernization as the spare or backup machine.  The spare will be kept in appropriate HEMP survivable storage containers at the critical node site.)




(b)  Placement of GCSS-Army management module servers in hardened shelters (Tactical Operations Centers (TOCs) if available).




(c(  Use of HEMP survivable hardware for the GCSS-Army server.




(d)  Use of manual tactics, techniques, and procedures (TTPs) to allow CSS operations from platforms to Support Operations Section and MMCs in a degraded mode.



(3)  Nuclear, Biological, and Chemical Contamination Survivability (NBCCS).  The GCSS-Army is mission essential.  NBCCS will be addressed using TTPs.  System operators must be able to perform their tasks under MOPP IV conditions.  In the event system equipment/component(s) gets contaminated and rendered inoperable, the equipment/ components(s) will be repaired or discarded.  Examples of NBC survivability risk mitigation techniques include, but are not limited to obtaining replacement hardware from the following sources: 




(a)  STAMIS computer exchange (SCX) and authorized stockage list (ASL)

stocks; 




(b)  cross-leveling computers from non-critical nodes to critical nodes;




(c(  COTS purchased locally; or




(d)  reconstituting by shipping replacement stocks from CONUS.



(4)  Once the hardware has been replaced, the databases will be restored from

either back-up magnetic media or from replication of data residing at the

next higher reporting activity.

5.  Program Support.


a.  Maintenance Planning.  Repair and replacement of all GCSS‑Army components and peripherals will be performed as prescribed in the maintenance concept and component stockage criteria in effect at the time of fielding.  All components will consist of line replaceable units (LRU), such as, file servers, monitors, central processing units (CPU), keyboards, source data input and output devices, and other ancillary hardware items.



(1)  The maintenance plan for the operator and unit AIS maintainer is to perform PMCS and use of BIT/BITE software to isolate faults.  Users will be responsible for the removal, turn-in, and installation of LRUs, faulty cables, and consumable items.  The supporting CSSAMO or designated support activity will assist users to determine if problems are related to software or hardware and to expedite the troubleshooting and repair process.  Resolution of software problems is the responsibility of the CSSAMO or designated support activity.



(2)  Once a hardware problem has been identified, the faulty LRU will be returned to the designated repair activity for a replacement item.  The designated repair activity personnel will repair the defective LRU.  Items under warranty will be forwarded directly to the designated support facility for repair and return or replacement action.  Defective LRU not under warranty will be forwarded from the appropriate maintenance activity to the supporting repair facility having contractual or organic depot support.


b.  Support Equipment.  The GCSS‑Army will maximize the use of integrated test, diagnostics, and prognostics to isolate faults to the lowest LRU.  Portable maintenance aids with expert system diagnostic capabilities and IETM will be used where they are proven cost‑effective.  Required servicing and maintenance of GCSS‑Army should not require any system unique or nonstandard tools or TMDE.


c.  C4I/Standardization, Interoperability, and Commonality.  The GCSS‑Army will support and interface with ABCS and emerging Army C4I systems included in the GCCS‑Army system architecture.  The transfer of CSS information will be automated over tactical, strategic, and commercial data and voice communications systems.



(1)  Compliance with applicable DoD JTA standards, JTA‑Army standards, and the DII COE specifications provides commonality among the various modules of GCSS and GCSS‑Army.  Commonality results in simplified training, reductions in training costs, and increase in user effectiveness.  The GCSS‑Army will use standardized data elements to help achieve system‑wide interoperability.  The system will exchange CSS data and information in a multilevel security environment.  Agreements will be established to interoperate with the joint, combined, and allied systems.



(2)  To achieve the full GCSS‑Army operational capability, integrated CSS functionality will be augmented and enhanced through additional interfaces with other Army and DoD information management systems.

(3)  The GCSS-Army will comply with applicable IT standards contained in the DoD Joint Technical Architecture (JTA) Version 2.0.

(4)  GCSS-Army will be interoperable with current and future DMS and Tactical Messaging System (TMS).  TMS provides a backbone capability to interconnect the local DMS server functions that are integrated into the Battlefield Operating Systems (BOS).  The BOS with integrated local DMS server functions directly support local DMS users at their TOC/administrative logistics operations center (ALOC)/command post (CP) locations. 



(5)  Information Assurance (IA) requirements will be met as specified > in DoDD 5200.28-STD and AR 380-19.  GCSS-Army will comply the DoD information assurance (IA) policy as > directed by the Deputy Secretary of Defense letter, Department of Defense > (DoD) Public Key Infrastructure (PKI), May 6, 1999.  As a part of the initial fielding effort, GCSS-Army will procure and install necessary PKI technology to ensure information security over voice, video, and data transmissions.


d.  Computer Resources.  The GCSS‑Army hardware and software will be configured for interoperability with existing and projected military and commercial computer systems to include communications network systems.  Post production software support (PPSS) is the responsibility of the PM GCSS‑Army and AMC.



(1)  Computer Constraints.  The system will conform to DII COE specifications.  At the tactical level, no packaged component of GCSS‑Army will be rated more than two‑person carry, i.e.,88 pounds for a mixed crew.  All computers must be protected from surges in electricity and must be capable of an orderly shut down without loss of data during power outages.  The power requirements for all system components must be compatible for CONUS and OCONUS use.  GCSS-Army devices must be protected from the elements especially when deployed in a field environment.  These will vary depending on function, placement in the force structure, and type of hardware.  These include:




(a)  Garrison sites.  Devices that will not be deployed for training or operations, including most Table of Distribution and Allowances (TDA) activities and some TOE (Split-ops) units: At such sites, all devices may be pure COTS with no protective accessories or ruggedization.




(b)  Mixed:  Many sites will be in TOE and some TDA activities where they are used daily in garrison but are also deployed to the field.  In those cases, devices should be “industrial“ grade hardware, and equipped with dust covers.  Transit cases are required for all deployable TOE and TDA organizations.  Large Computers:  Computers larger than common desktops that are deployed require hardened transit cases.




(c)  Field Only:  There will be GCSS-Army devices only used a small percentage of the time in garrison, but extensively used when deployed.  If laptops, they must be hardcase and equipped with a separate carrying case.  Desktops need to be industrial grade and equipped with dust covers.  Personal Data Assistants or other hand-held or Palm Top devices require a separate carrying case and must be equipped with a device that can be attached to soldier’s web gear.




(d)  Peripherals:  Generally, peripherals should contain the same characteristics as described above.  Standard desktop printers however, require no ruggedization at all, merely dust covers if used in the field.




(e)  Compact Disk – Read Only Memory (CD-ROM) Drives:  Where required, must be of maximum capacity available at the time of acquisition, to provide for use of single high-capacity CD ROM diskettes wherever possible.




(f)  Digital Video Display (DVD) Drives:  Where required, must be of maximum capacity available at the time of acquisition, to provide for use of single high-capacity DVD diskettes wherever possible.




Removable Disk Drives with Shielded Sliding Dust Covers.  Where required, removable disk drives will be issued with shielded sliding dust covers to prevent unnecessary damage and exposure to the elements. 


(2)  Database Constraints.  No more data will be stored at any level than is necessary to perform functions at that level.  Processing of time critical data will be accomplished as close to the source of data entry as possible.



(3)  Architecture Constraints.  The GCSS‑Army will comply with the JTA‑Army and have open system architecture to facilitate technology insertions and maximize adoption of joint standards and profiles.



(4)  Interoperability Constraints.  The system will be interoperable with current or planned CSS systems of DoD where shared data is required.



(5)  Mission Critical Resources.  None are identified.



(6)  Support Computer Resources.  Design and development will optimize total system performance by close adherence to the Supportability elements:  supply provisioning, technical documentation, facilities preparation, and availability of standard tools, and test, diagnostic, and associated support equipment.



(7)  Automated Test Equipment (ATE).  No new ATE identified.



(8)  Integrated Computer Resources Support.  None identified other than the support capabilities for GCSS‑Army previously discussed in the ORD. 



(9)  Computer Interface Documentation Support.  Specific tactical communications data exchange requirements between GCSS‑Army (internal and external) and other AIS will be documented by the combat developer in compliance with the Command, Control, Communications, and Computers Requirements Definition Program (C4RDP).



(10)  Interactive Electronic Technical Manuals (IETM).  All technical manuals will be IETM for organizational maintenance and above.


e.  Human Systems Integration.  The GCSS‑Army system manpower and personnel integration (MANPRINT) management plan (SMMP) assesses development issues and constraints related to human factors engineering, manpower, personnel, training, system safety, health hazards, and soldier survivability.  Prescribed MANPRINT analyses will be performed to assess the allocation of functional tasks and the impact upon users, hardware, and software.  Considerations for assessing MANPRINT concerns are described below.



(1)  Manpower.  The manpower necessary to operate, maintain, support and train GCSS‑Army is projected to be within the Army’s current and projected force structure.  Generally, personnel requirements will be satisfied by positions identified in approved TOE and TDA for units and organizations operating existing CSS AIS.  However, trained network and systems administrators will be required to support each LAN and the functional databases.  Personnel and equipment in the force structure may require realignment to meet mission needs.  



(2)  Personnel.  No new military occupational specialty (MOS) will be required to operate or maintain the modules developed for GCSS‑Army.  Soldiers, the 5th percentile and above, will be able to install, setup, operate, maintain, repair, and support the system to prescribed performance standards.  Individual task lists for specialties will be updated.  Military and civilian personnel authorized to perform unit AIS administration and management requires certified network and system administrator training and qualification provided by the Signal Center and School, but will not require an additional skill identifier (ASI).



(3)  Training Concept.  Lessons learned from previous automated systems deployments have identified rapid perishability of required skills.  This fact requires the use of intensive and frequent reinforcement training.  Initial individual system training will be conducted through new equipment training (NET) during the system deployment.  Following NET, training institutions will provide system familiarization and/or operational training to initial entry officer and enlisted personnel and professional development course attendees.  The unit commander is responsible for continued system proficiency through sustainment training utilizing all training tools.  The GCSS-Army System Training Plan (STRAP) explains the training concept in greater detail.




(a)  The PM GCSS-Army will develop a series of system training products, conduct Initial and Key Personnel Training (IKPT), and develop/execute the NET.  The PM will provide quality trained NET teams for the system deployment.  The PM will ensure all training products can easily be adapted for institutional training development and unit sustainment training.  These products will support rapid train-up of replacement personnel in support of contingency operations.  The PM will prepare these products IAW the Training Requirements Analysis System (TRAS) process, the TRADOC Systems Approach to Training (SAT), TRADOC Reg 350-70, AR 350-35, and TRADOC Pam 350-XX.  The PM will provide Task Selection Matrices (TSM), IAW TRADOC Pam 351-13, that meet the CASCOM Training Directorate (TD) critical task selection board requirements.  All task development products will be delivered using the Automated Systems Approach to Training (ASAT) database software, provided as government furnished equipment.




(b)  The PM will develop interactive multimedia instruction (IMI), which may be resident on the GCSS-Army system (desired) and/or loaded onto a separate platform for training (required) IAW TRADOC Regulation 350-70.  If the IMI is resident on the GCSS-Army (enterprise) system, it must not interfere with normal business processes when operating.





(1)  The PM will develop a performance support system (PSS) integrated into the enterprise system.  The goal of PSS is to increase user proficiency and productivity in the workplace.  PSS will increase the accuracy, speed, and consistency of task completion, as well as provide real time help and training to a divergent workforce with varied skill levels.  To accomplish this, the PSS will provide individual, on-demand performance support at the user workstation for performing functional tasks on the system.





(2)  The PM will develop IMI Training Support Packages (TSPs) in the form of Distributed Training Vehicles (DTV) for each GCSS-Army module IAW Table 7.  These products will be capable of residing on the Reimer Digital Library (RDL) or any other World Wide Web server.  These DTV courses will be capable of operating on the GCSS-Army system or any other Windows 95/NT 4.0 or newer system.  Each DTV course will download in no longer than two hours at 28.8 BPS.  These DTV courses will be IMI that emulate the actual “look and feel” of GCSS-Army system with complete accuracy and will have the capability to functionally evaluate soldier performance. They will be developed in compliance with the standards contained in the Shareable Courseware Object Reference Model (SCORM).  The shareable object “building blocks” shall be as small as possible to facilitate interoperability among various courses. The development of the PSS will occur as part of the enterprise system development and will deploy concurrent with GCSS-Army system.  The PM will deploy the DTV no later than (NLT) six months after commencement of NET.  The PM will update and deploy all training packages concurrent with functionality changes (System Change Package (SCP)/Interim Change Package (ICP)).

	Modules
	DTV Courses

	
	

	Supply Property (SPR)
	Property Book Officer

	
	Unit Supply Operations

	
	Operator

	
	Senior Operator

	
	Materiel Manager

	
	CSSAMO

	
	Systems Administrator

	
	

	Maintenance (MNT)
	Aviation – Unit Maintenance Officer

	
	Ground – Unit Maintenance Officer

	
	Operator

	
	Senior Operator

	
	Shop Manager

	
	CSSAMO

	
	Systems Administrator

	
	

	Integrated Materiel Management (IMM)
	Operator

	
	Senior Operator

	
	Materiel Manager

	
	CSSAMO

	
	Systems Administrator

	
	

	Management (MGT)
	Operator

	
	Senior Operator

	
	Materiel Manager

	
	CSSAMO

	
	Systems Administrator

	
	

	Supply Support Activity (SSA)
	Operator

	
	Senior Operator

	
	Materiel Manager

	
	CSSAMO

	
	Systems Administrator

	
	

	Ammunition Supply Support (ASP)
	Operator

	
	Senior Operator

	
	Materiel Manager

	
	CSSAMO

	
	Systems Administrator


Table 7.  Required DTV Courses




(c)  CASCOM will review and approve the TSPs for completeness, content, and applicability to military instruction/training IAW AR 350-35 and will provide the training operational test readiness statement if the products comply with the requirements of this ORD.




(d)  Training Aids, Devices, Simulators, and Simulations (TADSS) proponents, in conjunction with the PM, GCSS-Army and the Simulation, Training & Instrumentation Command (STRICOM) must consider incorporating GCSS-Army functionality into their training systems.  Upgrades to GCSS-Army functionality contained in TADSS must be synchronized with releases of the operational software.



(4)  Human Factors Engineering (HFE).  The GCSS‑Army shall reduce the physical and cognitive tasks required by operators, maintainers, and support personnel.  Software design will consider common look and feel designs to include such items as font size, graphics, data entry screens, and the ability of users to read them.  The different modules of GCSS‑Army should standardize source data input methods, similar functional processing, and output products that enhance operational efficiency and interaction.  The software configurations will conform to regulatory HFE considerations and the human computer interface (HCI) requirements for resident software.



(5)  System Safety.  Developers must identify any potential unsafe conditions and eliminate them or establish controls for operating the system at acceptable levels of risk.  A safety release will be obtained prior to operational testing.  When operated aboard Army aircraft while in flight or other mobile platform, the system must not interfere with the safe operation of that aircraft or other mode asset.



(6)  Health Hazards.  The Office of the Surgeon General will provide a health hazard assessment (HHA) to determine any short‑term or residual physiological or psychological effects that may be caused by the system.



(7)  Soldier Survivability.  The system must not expose the soldier or host platform to unnecessary, avoidable, or unacceptable risks of fratricide, detection, targeting, or injury if attacked.


f.  Other Logistics and Facilities Considerations.



(1)  Provisioning Strategy. Supportability analysis will establish provisioning for GCSS‑Army.  The supportability analysis will be conducted using guidance provided in MIL-HDBK 502.  Data will be acquired in formats prescribed for Logistics Management Information (LMI) in performance specification MIL-PRF 49506.  Planning for supply support will begin concurrently with the development of performance requirements for GCSS-Army hardware.  Supply support items must be commercially available as part of a COTS acquisition, or provided prior to or concurrent with the initial distribution of GCSS-Army hardware.



(2)  Unique Facility and Shelter Requirements.  There are no unique facility or shelter requirements for GCSS‑Army.  The system will operate from existing sheltered or semi‑sheltered environments in garrison or the field using available power sources and communications.  The PM GCSS-Army is required to perform any engineering and integration needed for current and future tactical operations centers (TOC) and operational facilities (OPFAC) to deploy the system for those areas not covered by Program Executive Office (PEO) Command, Control, and Communications Systems (C3S).  The PM, GCSS-Army is not responsible for upgrading building utilities or communications infrastructures but must purchase the hubs, routers, switches, In Line Encryption (INE) devices, etc., needed to connect GCSS-Army hardware to the existing communications infrastructures.



(3)  Special Packaging, Handling, and Transportation.  The GCSS‑Army hardware will not require padded transportation containers, which exceed COTS standards, unless being delivered by special methods such as, airdrop operations.  Standard rigging procedures will be employed to withstand hard landings during aerial delivery operations.  Special packaging, handling, and transportation requirements will comply with prescribed DoD accountability and security policies and procedures.


g.  Transportation and Basing.  The GCSS‑Army must be transportable worldwide by all modes.  At the tactical level, since no packaged component of GCSS‑Army will be rated more than two‑person carry, the size of component packages must be minimized.  When embedded in vehicles, aircraft, and water craft, the configuration of GCSS‑Army system components must be compatible with other platform‑mounted components and the onboard electrical power source to include battery backup requirements.  In garrison, the system will operate from fixed facilities using available power sources.  Standard Army power generation equipment, mobile platforms, tents, shelters, standard integrated command posts (SICP), available buildings, and any other form of shelter will be used in the tactical environment.  No new dedicated shelter or mobile platform will be developed for GCSS‑Army equipment.


h.  Geospatial Information and Services.  In the Threshold timeframe, the GCSS-Army is not required to use National Imagery and Mapping Agency (NIMA) digital topographic data.  As the GCSS-Army Management Module is developed, it will use NIMA’s Foundation Data and Mission Specific Data Sets formatted data.  In the Objective timeframe, the GCSS-Army is required to use digital topographic and geo-referenced imagery background to display operational graphics and overlays.  The GCSS-Army will use all standard digital topographic and imagery data sets produced by NIMA.  This will include all legacy raster, vector, and matrix-formatted NIMA products, as well as:

· NIMA Foundation Data (composed of Digital Nautical Chart [DNC], Foundation Feature Data [FFD], Controlled Image Base [CIB], and Digital Terrain Elevation Data [DTED]);

· Mission Specific Data Sets (composed of Digital Topographic Data [DTOP], CIB, and DTED) and;

· Qualified Data (composed of Arc Digitized Raster Graphics [ADRG], Compressed ADRG [CADRG], Interim Terrain Data [ITD], and other formats).  The GCSS-Army Management Module (Objective) will use a DII-COE compliant topographic module (for terrain evaluation, spatial data base management, visualization) the same as the ABCS.


j.  Environmental Support.  The GCSS‑Army has no unique weather, oceanographic, or astrophysical support requirements. 

6.  Force Structure. 


a.  The total number of GCSS-Army systems required will consist of the sum of TOE unit requirements, TDA organization, Schools, and maintenance spares (STAMIS Computer Exchange (SCX) stockage).  GCSS-Army will be integrated into schools for Basic and Advanced Non-commissioned Officer, Officer, and Warrant Officer courses, Advanced Individual Training (AIT) course (when applicable), and orientation training in professional development courses.  School distribution is based on the training base requirements identified by TRADOC.  The numbers and percentages provided are only an estimate and do not serve as a definitive source for documenting the basis of issue distributions.   SCX stockage will be maintained at the DSU SSA/ISSA at an eight percent ratio to support equipment for SCX.  Tier I will impact approximately 40,000 systems.  Hardware estimates for Tiers II and III have not been developed yet.  GCSS-Army will utilize COTS NDI with constraints identified in paragraph 5.d.(1).  Basic components of the system will consist of digital computer, printer, server, AIT, and peripheral devices.  Different versions of the components will be issued based on module requirements.  Each hardware version will have a separate Basis of Issue Plan (BOIP) and line item number (LIN).


b.  Functional Employment.  The GCSS-Army will be employed at the company, battalion, brigade, division, corps, separate maneuver brigade, armored cavalry regiment (ACR), non‑divisional brigade, group and regiment, and echelons above corps (EAC).  The BOIP process, along with site surveys and other data collection methods, will determine the actual configurations, numbers, and sites.  Listed below are some general allocation rules that can be used to assist in the BOIP process, serve in developing budgetary estimates, assist in program planning, and provide information about the breadth and scope of GCSS-Army.  General allocation rules reflect:



(1)  The SPR Module consists of three hardware versions.




(a)  Version 1 (V1) Single User System hardware consists of one desktop or notebook computer, printer and AIT:





For U.S. Army Organizations with supply, supply management, property accounting, and asset visibility missions:






Basis Of Issue Is One (1) Per:







S-4/Logisitcs Element Performing Supply Management or Property Accounting Missions in Battalion/Brigade/Regiment/Group/Armored Cavalry Regiment (ACR)/Special Troops in Divisional/Non-Divisional Units







CSSAMO in Area Support Group or Equivalent TDA/TDA Augmentation Organization with an Automated Information Management System Support Mission 







Internal Support Div with Materiel Management Center (MMC) Property Book Mission







TDA Activity/Element or Unit Performing a Supply Management and/or Property Accounting Mission







TDA Commodity Manager in Property Book/Class VII Section or Equivalent Element







TOE Commodity Manager in Property Book/Class VII Section or Equivalent Element







U.S. Property & Fiscal Office (USP&FO) Commodity Manager in Property Book/Class VII Section or Equivalent Element







National Guard Bureau (NGB), Logistics Division Commodity Manager in Property Book/Class VII Section or Equivalent Element







USAR Regional Support Command (RSC), Deputy Chief of Staff for Logistics (DCSLOG) Commodity Manager in Property Book/Class VII Section or Equivalent Element







Arlington National Cemetery (ANC)







US Army Reserve Command (USARC) DSCLOG Commodity Manager in Property Book/Class VII Section or Equivalent







US Army Band Organizations.




(b)  Version 2 (V2) Dual System hardware consists of one desktop computer, one notebook computer, printers and AIT:





For U.S. Army Organizations with consolidated supply, supply management, and property accounting missions required to support task force or perform split operations:






Basis Of Issue Is One (1) Per:







Property Book Team in Division Material Management Center (DMMC), Corps Materiel Management Center (CMMC), and Theater Materiel Management Center (TMMC)







Property Book Team in Separate Group, Separate Brigade and ACR







Property Book Team in Non-Divisional Battalion.







Combat Arms, Combat Service, or Combat Service Support Company/Detachment/Battery/Troop







CSSAMO in Division Support Command (DISCOM) and Corps Support Group (CSG) or Equivalent TDA/TDA Augmentation Organization with an Automated Information Management System Support Mission. 




(c)  Version 3 (V3) Workgroup Server System hardware consists of a server and network wiring hub to be used with Versions 1 and 2 above:                                                                                                                                                                                                                 :





1.  For U.S. Army Commodity Manager in Property Book/Class VII Section or Equivalent Element with supply management or asset visibility mission:






Basis Of Issue Is One (1) Per:







Property Book/Class VII Section or Equivalent Element







USPFO Property Book/Class VII Section or Equivalent Element







NGB Log Div Property Book/Class VII Section or Equivalent Element







RSC, DCSLOG Property Book/Class VII Section or Equivalent Element







USARC DCSLOG Property Book/Class VII Section or Equivalent Element







CSSAMO in DISCOM, ASG, CSG, and Separate Brigade/ACR or Equivalent TDA/TDA Augmentation Organization with an Automated Information Management System Support Mission. 





2.  For TDA organizations at installations with consolidated supply management and property accounting missions:






Basis Of Issue Is One (1) Per:







DOL, Readiness Business Center (RBC), or equivalent named organization.



(2)  The MNT Module consists of two hardware versions.




(a)  Version 1 (V1) Single System hardware consists of one desktop or notebook computer, printer and AIT:





1.  For U.S. Army Organizations with maintenance and maintenance management missions:






Basis Of Issue Is One (1) Per:







Quality Assurance (QA)/Quality Control (QC) Inspector







*92A or Civilian/Contractor Equivalent Performing TAMMS/PLL/ Shop Supply/Dispatching Or Equivalent Functions







Maintenance Control/Production Control Section (except for DOL or equivalent TDA Maintenance Activities)







Maintenance Shop/Section NCOIC (or equivalent) with an Organizational/Direct Support/General Support Maintenance Mission (except Aviation)







Two Maintainers/Repairers (E-6 & Below)







Aircraft







Watercraft 







Aviation Platoon/Section 







Brigade or Equivalent Level Aviation Maintenance Office







Two TDA Maintainers 







Production Control Individual at DOL or equivalent TDA Maintenance Activities.

*Units with a maintenance mission and have between 2 and 9 Maintenance V1 systems, one V1 workstation will perform a dual role as a server and workstation. 





2.  For CSSAMO or Equivalent TDA/TDA Augmentation Organization with an Automation Management Office Mission:





Basis Of Issue Is:







Seven (7) Per CSSAMO in CSG 







Seven (7) Per CSSAMO in DISCOM







Two (2) Per CSSAMO in ACR







Two (2) Per CSSAMO in Separate Brigade







Three (3) Per CSSAMO in Area Support Group (ASG).



(b)  Version 2 (V2) Workgroup Server System hardware consists of a server, and network wiring hub:





1.  For U.S. Army Organizations with maintenance and maintenance management missions:






Basis Of Issue Is One (1) Per:







Aviation Unit Maintenance (AVUM)







Aviation Intermediate Maintenance (AVIM)







Maintenance Control/Production Control except Aviation







*Company/Battery/Troop/Detachment with a maintenance mission and 10 or more Maintenance V1 systems except Aviation







Regional Support Command 







US Army Reserve Command. 

*Ratio is subject to change pending further analysis.





2.  For CSSAMO or TDA/TDA Augmentation Equivalent Organizations with an Automation Management Office Mission:





Basis Of Issue Is One (1) Per:







CSSAMO in Corps Support Group 







CSSAMO in Division Support Command







CSSAMO in Armored Cavalry Regiment







CSSAMO in Separate Brigade







CSSAMO in Area Support Group.



(c)  There will be a digitized portable computer, to be titled, which will simultaneously host in an integrated fashion, GCSS-Army maintenance functionality, ETM or IETM (or real time communications thereto), portable TMDE (such as SPORT), and capability to receive data from sensors and on-board TMDE.  The functionality will be that suitable for application by an individual mechanic or other maintenance person, or by other appropriate individual users, such as supply clerks, maintenance management personnel, inspectors, and others.  The basis of issue is to be determined.



(3)  The SSA Module consists of a server, digital computer, AIT, and printer.




Basis of Issue is per:




Class IX ASL Section




Maintenance Company with Class IX ASL, DS Patriot




Missile Maintenance Company with Class IX ASL




Class I, II, IIIB, IIIP, IV, and VII Sections




DASB with Class IX ASL




AVIM with Class IX ASL




DS/GS Maintenance Company




Repair Parts Company




CSSAMO




TDA activities or units with supply support activity functions.



(4)  The ASP Module consists of a digital computer, AIT, and printer.




Basis of Issue is per:




Materiel Management Centers




CSSAMO




BDE/ACR/DIV Ammunition Offices




Ammunition Transfer Points




Ammunition Supply Points




TDA activities or units with ammunition supply functions.



(5)  The IMM Module consists of a server, digital computer, AIT, and printer.




Basis of Issue is per:




Forward Support Battalion Support Operations Section




Materiel Management Centers




Class VII Asset Visibility Section




Class III Bulk Management Section




Class I Management Section




CSSAMO




TDA activities or units with materiel management functions.



(6)  The MGT Module consists of a server, network wiring hub, digital computer, and printer.




Basis of Issue is per:




Forward Support Battalion (FSB)




Main Support Battalion (MSB)




Area Support Group (ASG)




Corps Support Group (CSG)




Support Commands




AVIM BN




Division Aviation Support Battalion (DASB)




Battalion/Regiment/Squadron  S-4




Brigade or Equivalent S-4




Group S-4




Division/Corps/Theater G-4/J-4




CSSAMO




TDA activities or units with management control functions.



(7)  The Combat Service Support (CSS) Module consists of a server, digital computer, AIT, and printer.




(a)  Basis of Issue is per:





Finance Detachment 





Finance Support Team





Resource Management Office





Finance Battalion 





Finance Group





Finance Command





TDA activities or units with finance functions.




(b)  Basis of Issue for a digital computer and printer only is per:





Mortuary Affairs (MA) Collection Team





Theater Mortuary Evacuation Points (TMEP)/Temporary Interment Sites





Personnel Effects Depot





TDA activities or units with a mortuary affairs function.





Unit Legal Clerk





Trial Defense Team





Military Judge Team





Administrative Contract Law Team





Legal Support Organization





Legal Assistance Claims Team





Legal Services Team





TDA activities or units with legal functions





Unit Ministry Team





Chaplain





Chaplain Support Team (GS and DS)





TDA activities or units with religious support functions.





QM Petroleum Company





HHC Petroleum Group





Petroleum Supply Company





Troop Support Branch





Forward Area Refuel Point





Petroleum Liaison Team/Class III Manager





Petroleum, Pipeline and Terminal Operations Company





MMC Petroleum Team





QM Petrol Base/Mobile Lab Team





Petroleum Supply Battalion





TDA activities or units with Class III Bulk functions.





TOE unit with Tool Kit, Small Arms, LIN:  W51910





TDA activities or units with Small Arms Management functions.





Food Service Field Feeding Team





Installation Dining Facility





Food Advisor





Food Service Officer





MACOM Food Advisor





Department of the Army Food Advisor.


c.  The distribution of the system will follow the Department of the Army Master Priority List (DAMPL).  Deviation from DAMPL distribution will require the approval of the DA Deputy Chief of Staff for Operations and Plans (DCSOPS).

7.  Schedule Considerations.  


a.  The first incremental IOC fielding of GCSS-Army - Tier I is scheduled for FY 01.  GCSS-Army Tier I, Releases 1-5, will replace current functionality with modern technology.  It will also replace current quantities with regards to numbers of operational systems on a "one for one" basis.  Corresponding quantities have not been determined for Tiers II and III at this time.  Efforts within Tiers II and III will be parallel to Tier I, but are subject to developments, agreements, and events sufficiently numerous and complex as to preclude reduction to a milestone schedule at this time.  


b.  The projected fielding and FOC for GCSS-Army should fully support the challenges posed by digitization of the Army, the Revolution in Military Logistics, Joint Vision 2010, and the AAN.  The full operational capability will provide seamless, integrated, modular, interactive, and interoperable automated information execution for the Army. 


c.  Tier I will impact approximately 40,000 systems.  Hardware estimates for Tiers II and III have not been developed yet.  A minimum ratio of two operators per system is necessary to maintain operational proficiency of GCSS-Army.  The maintenance support concept for the GCSS-Army hardware is based on the existing three-level maintenance structure for computer hardware in the Army supplemented by warranty: 

 
 (1)  Using unit operator personnel will perform preventive maintenance checks and services (PMCS) and turn in all LRUs requiring repair to their Direct Support Unit (DSU) Supply Support Activity (SSA)/ Installation Supply Support Activity (ISSA).


 
 (2)  DSU/Installation Materiel Maintenance Activity (IMMA) maintenance personnel will provide maintenance support in accordance with AR 750-1, Army Materiel Maintenance Policies.  DSU SSA/ISSA personnel will process the equipment requiring exchange or repair in accordance with AR 710-2, Supply Policy Below the Wholesale Level.


 
 (3)  Depot support personnel will accomplish all Depot-level repairs and replacement procedures.


d.  Supporting Infrastructure.

(1) Unit.   Unit level users are not authorized to repair faulty LRUs.  Users are authorized to remove, turn-in, and install LRUs.



(2)  CSSAMO.  The CSSAMO will serve as the focal contact with the unit.  The CSSAMO will attempt to validate a hardware or software problem and refer the unit to the DSU/IMMA or software center for further assistance.



(3)  DS Units/IMMA/ISSA.  DS maintenance will be performed by units/IMMAs that are organic to and/or associated with the organizations they are supporting.  SSAs/ISSAs that are organic to and/or associated with the organizations they are supporting will perform DS supply.



(4)  Depot/Forward Repair Activities (FRA).  Depot/FRA facilities will be established, as required, to support GCSS-Army Automatic Data Processing Equipment (ADPE) deployable worldwide.  




(a)  As a minimum, a depot/FRA facility will be located at Tobyhanna, PA; Fort Hood, TX; Fort Bragg, NC; the Republic of Germany; and Korea.




(b)  FRAs shall be staffed by a minimum of a point-of-contact (POC) at all times during the Principal Period for Maintenance (PPM) hours.  





1.  The FRA is required to operate the Continental United States (CONUS) Help-Line from 0800 to 1600 hours, Eastern Standard Time, Monday through Friday (the PPM), excluding federal holidays.





2.  Outside Continental United States (OCONUS), the Help-Line will operate from 0800 to 1700, local time, Monday through Friday, excluding federal and host nation holidays.




(c)  This policy may change over time as the CS/CSS Transformation Vision changes.
8.  Program Affordability.


a.  The GCSS-Army costs (Table 8) represent estimated total life cycle costs, over a 16-year period (FY00-FY15), to provide GCSS-Army to the entire Army.  Costs are stated as threshold and objective values and were extracted from the GCSS-Army Acquisition Program Baseline dated 18 May 98 which is based on the GCSS-Army (formerly ICS3) Economic Analysis.  The objective cost reflects the level the materiel developer will try to achieve through the use of COTS/GOTS equipment and leveraging existing Army programs.


b.  The twenty-five percent increase from objective to threshold costs is based on PEO STAMIS standard practice for programs of this nature where uncertainty exists in the following areas:



(1)  The GCSS-Army software will be developed in increments or blocks.  Full implementation of all blocks may require more data storage and processing capabilities than is supported by the currently defined objective GCSS-Army capability.

(2) Proposed Army doctrinal changes to the size and composition of divisions, as well as other proposed force structure changes could increase the amount of GCSS-Army automation/communications infrastructure required.

(3)  GCSS-Army will require that an infrastructure to support AIT be established to include:

(a)  Constellation RF/ID interrogators at posts, camps, stations, and transportation nodes.

(b) RF/ID tags attached to vehicles, major assemblies, and containers.


c.  Factors considered in determination of costs include the following:



(1)  Replacement of automation hardware will be on a 5-year cycle, COTS software on a 3-year cycle, and communications (LAN) hardware on a 6-year cycle.



(2)  GCSS-Army will use Army, commercial, and joint battlefield communications networks for data transmission.



(3)  Cost data excludes integration/interface costs to pass data to external systems as data transfer costs are a requirement of the system requiring the data.  

Table 8.  The GCSS-Army Estimated Program Costs.

	
	

	
	Objective
	Threshold

	Then Year $M (Info only/No deviation criteria)
	
	

	(1) RDTE
	$0.0
	$0.0

	(2) Procurement OPA
	$1495.9
	$1720.3

	(3) Military Pay
	$9.1
	$10.5

	(4) Operation & Support (O&S)
	$944.8
	$1086.5

	(5) Total Acquisition Cost
	$2449.8
	$2817.3

	
	
	

	Base Year (FY97) $M
	
	

	(1) RDTE
	$0.0
	$0.0

	(2) Procurement OPA
	$1219.0
	$1401.9

	(3) Military Pay
	$8.6
	$10.0

	(4) Total Acquisition Cost
	$1227.6
	$1411.7

	(5) O&S
	$765.6
	$880.4

	(6) Total Life Cycle Cost
	$1993.2
	$2292.2

	Quantities (Info only/No deviation criteria)
	
	

	(1) Total RDT&E                                                  N/A

(2) Total Procurement                                            TBD


GCSS-Army ORD Joint Interoperability


Top-level Operational Concept View (OV-1)





� EMBED MS_ClipArt_Gallery  ���





GCSS-Army





� EMBED MS_ClipArt_Gallery  ���





GCSS





� EMBED MS_ClipArt_Gallery  ���





GCSS-Air Force





� EMBED MS_ClipArt_Gallery  ���





GCSS-Maritime





� EMBED MS_ClipArt_Gallery  ���





GCSS-Marine Corps





� EMBED MS_ClipArt_Gallery  ���





DIHMRS





� EMBED MS_ClipArt_Gallery  ���





DCIPS





� EMBED MS_ClipArt_Gallery  ���





JTAV





� EMBED MS_ClipArt_Gallery  ���





DLA Business 


      Systems





� EMBED MS_ClipArt_Gallery  ���





TC AIMS II





� EMBED MS_ClipArt_Gallery  ���





DMLSS





� EMBED MS_ClipArt_Gallery  ���





DJAS





� EMBED MS_ClipArt_Gallery  ���





DAAS-LIPS








PAGE  
1
Final 31 July 00


[image: image2.wmf][image: image3.wmf][image: image4.wmf][image: image5.wmf][image: image6.wmf][image: image7.wmf][image: image8.wmf][image: image9.wmf][image: image10.wmf][image: image11.wmf][image: image12.wmf][image: image13.wmf][image: image14.wmf]_1012723521

_1012723526

_1012723528

_1012723531

_1012732162.ppt










































































GCSS-Army ORD Joint Interoperability

Top-level System Interface 

Description Graphic (SV-1)

GCSS-Army

GCSS

GCSS-Air Force

GCSS-Maritime

GCSS-Marine Corps

DIHMRS

DCIPS

DJAS

DAAS-LIPS

JTAV

DLA Business 

      Systems

TC AIMS II

DMLSS



		 Communications Networks



     - ACUS, i.e., TPN, WIN

      -  Commercial Wireless Networks

      -  DISN, CUITN, DNS

      -  World Wide Web - Internet

      -  Future Networks

		  Information Element



      -  Logistics

      -  CSS

		  Format



      -  Text, Graphics, Data











UNKNOWN-0



UNKNOWN-1



UNKNOWN-2



UNKNOWN-3



UNKNOWN-4



UNKNOWN-5



UNKNOWN-6



UNKNOWN-7



UNKNOWN-8



UNKNOWN-9



UNKNOWN-10



UNKNOWN-11



UNKNOWN-12






_1012723532

_1012723529

_1012723527

_1012723523

_1012723524

_1012723522

_1012723518

_1012723520

_1012723517

